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Abstract

In this work we consider secure communication over quantum wiretap channels, with
unreliable entanglement assistance, when the assistance is unreliable due to two reasons:
Interception or Loss. In the first model, Eve may intercept the entanglement resource.
In the second model, Eve is passive, and the resource may dissipate to the environment
beyond her reach. Both models are based on a hard decision approach, where Bob
either receives the assistance entirely, or not at all. Once communication begins, Alice
encodes without prior knowledge on whether Bob has received the assistance or not.
Nonetheless, we assume that Bob knows whether he has the assistance or not. This is
a practical assumption, based on the common use of heralded entanglement generation
in practical implementations.

The operational principle of communication with unreliable entanglement assistance
is to adapt the transmission rate to the availability of entanglement assistance, without
resorting to feedback and repetition. To this end, we define two message sets, M and
M', transmitted at rates R and R’, respectively. The rate R is a guaranteed rate that
is associated with the information that Bob should be able to decode in both cases,
whether he has the assistance or not. The rate R’ is an excess rate, corresponding to
additional information that Bob should be able to decode only when the assistance is
available. Hence, if Bob does not have the assistance, he decodes at a rate of R, and if
Bob has the assistance, he decodes at an overall rate of R + R'.

For the passive model, we derive a multi-letter formula for the secrecy capacity for
general quantum wiretap channels, subject to a maximal error criterion and semantic
security. For the interception model, we derive achievable rates, and a multi-letter
formula for the special class of degraded channels.

We demonstrate our results through two examples, the quantum erasure channel and
the amplitude damping channel. Specifically, we show that time division is optimal for
the erasure channel in both the interception and passive models. On the other hand,
we observe that time division is not necessarily possible for the amplitude damping
channel under interception, and the boundary of our achievable region is disconnected.

Nonetheless, In the passive model, our rate region outperforms time division.






Abbreviations and Notations

Symbol Description

X, Y 7 Classical systems

A B, C Quantum systems

xn n—length sequences (Xi,...,X,)

px (), Pyx(y|z)
P(X)
Py x (y"|z")

M

M

f9

R= %logM
Pliax

S

Ha, Hp, HE
L(Ha)

S (Ha)

PA

[9) € Ha
Tr[]
lp—oll

PMF of X and DMC transition probabilities

The set of all probability distributions on X
Memoryless extension [[; Py|x (yi|z:)

Number of messages in a code

Set of messages

Encoder f:{1,...,M} — X", decoder g : Y" — {1,..., M}
Coding rate (bits per channel use)

Maximal probability of decoding error

Common randomness shared by sender/receiver
Finite-dimensional Hilbert spaces of systems A, B, E
Set of linear operators on H 4

Set of density operators on H 4

Density operator (state) on H 4

Pure state (unit vector) in Ha

Trace of an operator

Trace distance between p and o

Classical entropy of X

Von Neumann (quantum) entropy of p

Conditional entropy

Conditional quantum entropy

Classical mutual information

Quantum mutual information

Coherent information

Holevo information of a quantum channel A/
d-typical set with respect to a probability distribution px
Quantum J-typical projector

Quantum channel from A (Alice) to B (Bob)
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id

G

GB

Yanan
C(Pyx)
Cor(Pyx)

Cs(Pyzx)
(L)
Cs(N)
Cra(£)
Cpera(N)

Csrpa(N)

Crax(N)
Cpe-ga*(N)

Csrpa(N)

Quantum wiretap channel, from A to B and E (Eve)

Identity operator

Ideal (noiseless) channel

The entanglement resource intended for Alice

The entanglement resource intended for Bob

Pre—shared entangled state between Alice and Bob

Channel capacity of a classical channel

Channel capacity of a classical channel with common-randomness
assistance

Secrecy capacity of a classical channel

Channel capacity of a quantum channel

Secrecy capacity of a quantum channel

Entanglement-assisted capacity of a quantum channel

Secrecy capacity under a passive eavesdropper with (reliable) entan-
glement assistance

Secrecy capacity under interception with (reliable) entanglement as-
sistance

Capacity with unreliable entanglement assistance

Secrecy capacity under a passive eavesdropper with unreliable en-
tanglement assistance

Secrecy capacity under interception with unreliable entanglement

assistance




Thesis Outline

The thesis is divided into six chapters:

e Chapter 1 reviews the notion of channel capacity and entanglement assistance.
The chapter covers known capacity results in different settings: without assis-
tance, with reliable entanglement assistance, and with unreliable entanglement

assistance—all in the absence of secrecy constraints.

o Chapter 2 reviews the secrecy capacity. We begin with different security criteria
and review secrecy capacity results without assistance, with reliable and secure

entanglement assistance, and with unsecure entanglement assistance.

o Chapter 3 presents the main contribution on security with unreliable entangle-

ment assistance in the interception model.

e Chapter 4 presents the main contribution on security with unreliable entangle-

ment assistance under passive eavesdropping.
¢ Chapter 5 contains detailed analysis for the results stated in Chapters 3 and 4.

¢ Chapter 6 summarizes the thesis and outlines directions for future work.

Table 2 indicates the chapter in which each setting is presented. The rows indicate
the assistance that is provided to Alice and Bob before communication begins. The
columns represent the security guarantee. Here, “Unsecure” means that there is no
secrecy constraint, “Passive Eve” refers to the model in which the eavesdropper cannot
access the shared resource, and “Interception” refers to the model where Eve may steal

(intercept) the assistance.

Unsecure Passive Eve Interception

No assistance Chap.1 Chap.2 Chap.2
Reliable assistance Chap.1 Chap.2 Chap.2
Unreliable assistance Chap.1 Chap.4 Chap 4

Table 2: Thesis organization.

Table 3 provides the capacity notation and the capacity theorem for each setting:



Unsecure Passive Eve Interception

No assistance C(L) (Th. 1.3, [1,2]) Cs(N) (Th. 2.3, [3,4])  Cs(N) (Th. 2.3, [3, 4])
Reliable assistance Cga(£) (Th. 1.4, [5])  Cprra(N) (Th. 2.7, [5]) Csrea(N) (Th. 2.5, [6])
Unreliable assistance Cga+(£) (Th. 1.5, [7])  Cpr.pa*(N) (Th. 4.1) CsLea*(N) (Th. 3.1)

Table 3: Capacity notation and theorem references.



Chapter 1
Entanglement Assistance

Entanglement resources play a pivotal role in a wide range of quantum networking
scenarios, including physical-layer security [8, 9], network communication protocols
[10, 11, 12], quantum interferometry [13], quantum sensor networks [14, 15], and com-
munication complexity [16]. Moreover, the presence of shared entanglement can sub-
stantially enhance communication rates over quantum channels [17, 18], as demon-
strated in recent experimental implementations [19].

In general, quantum communication protocols can be categorized into two types:
unassisted and entanglement-assisted, depending on whether the sender and receiver
share entanglement prior to communication. In this context, “assistance” refers to a
shared resource of correlation, which is cannot be used in order to send information by
itself. Nevertheless, correlation assistance can be leveraged to enhance the communi-
cation rate in some cases. The motivation is as follows: In a dynamic communication
network, the design may utilize inactive periods to generate shared assistance. Once
information arrives and the transmission resumes, the transmitter and the receiver may
use the assistance in order to increase throughput.

This chapter begins with preliminaries on quantum systems, classical and quantum
information-theoretic measures, and typical projectors. We then present the capacity
of a classical channel and the capacity with common-randomness assistance. Next, we
present the capacities of quantum channels under three settings: unassisted, entangle-
ment-assisted, and unreliable entanglement-assisted. The chapter concludes with the

quantum packing lemma, a fundamental tool in the analysis of quantum capacities.

1.1 Preliminaries

Quantum information theory provides a general probabilistic framework that captures
the performance behavior for communication system of a quantum nature. As the
quantum theory reduces to the classical description in the classical limit, quantum

information theory can be viewed as a generalization of the classical Shannon theory.



1.1.1 Classical Entropy and Mutual Information

A central theme in classical information theory is the quantification of information.
Two key measures are entropy and mutual information, which form the foundation for

characterizing the performance of communication systems.

The entropy of a discrete random variable X with probability mass function px(x)

is defined as:

H(px)=— Y px(z)logpx(z),
reX

and represents the average uncertainty or information content of X. We often use
the simplified notation of H(X) = H(px). When X is uniformly distributed over M
symbols, H(X) = log M, which corresponds to maximum uncertainty. The set of all
probability distributions on X is denoted by P(X).

Given two random variables X and Y, the mutual information between them is
defined as:
I(X;Y)=H(X)+ H(Y)—- H(XY),

and quantifies the amount of information Y provides about X, and vice versa. Equiv-

alently, it can also be written as:

o o) log PXY(@9)
1Y) _J:EZXy;prY( 9)1 & px(@)py (y)’

Mutual information plays a central role in defining the limits of communication over

noisy channels.

1.1.2 Quantum Systems

We use standard notation in quantum information processing. We label quantum
systems by A, B, C, ..., and classical systems by X,Y, Z, ....

A quantum system is represented by a Hilbert space. We assume that the dimen-
sions are finite. The Hilbert space for a system A is denoted by H 4. We denote a

vector in this space by the “ket” notation,

) € Ha, (1.1)

and its conjugate by the “bra” notation,
R (1.2)
A quantum bit (qubit) is represented by a Hilbert space of dimension 2.

Ezample 1.1.1. Consider a qubit, H4 = C?. The computational basis {|0),|1)}, con-



sists of the following vectors:

o =(y) - m=(;)- (1)

Density Operators

The state of System A is represented by a density operator p4, i.e., a unit-trace positive

semidefinite operator:
pa >0, Tr(pa) =1. (1.4)

The set of all density operators on H 4 is denoted by .(#H 4). The set of linear operators
from H4 to Ha is denoted by L£L(H4). Hence, .(Ha) C L(Ha). The state is said to
be pure if p4 has rank 1, or equivalently, p4 = |¢)}#| for some unit-vector [1)) € H 4.

A bipartite state pap of a pair of systems, A and B, is represented by a density
operator on the tensor-product Hilbert space, H4 ® Hp. That is,

paB € L (Ha®Hp). (1.5)

Entanglement

A state pap is called separable if there exists an ensemble of product states,
{px(fﬂ) y Pz & 636} (1'6)
in .¥(Ha ® Hp), such that

paB =Y px(%)r @0, . (1.7)

We say that A and B are entangled if pap is not separable.
In the special case of a pure state [hap) € Ha @ Hp, we say that A and B are

entangled if the state cannot be written as a product, i.e.,

[YaB) # |9) @ [x) (1.8)

for all |¢) € H4 and |x) € Hp.

Example 1.1.2. Consider two qubit systems A and B, with Hy = Hp = C2. The
Einstein-Podolsky-Rosen (EPR) state, |®1) , » € Ha ® Hp, is defined as

7)1 = 75 (04 @105+ 114 8 1)) 19)



(also known as a Bell state). The corresponding density operator is given by
pAB = ]¢+><@+\AB € .S (Ha®Hp). (1.10)

In this case, we say that the qubits A and B are mazimally entangled.

Quantum Measurements

Quantum measurements involve inherent uncertainty and may even disturb and change
the state. A measurement is thus characterized in terms of the probability distribution
of the measurement outcome and the corresponding post-measurement state. The out-
come distribution of a quantum measurement can be described in terms of a collection

of operators. Specifically, a positive operator-valued measure (POVM) is a set,
{Din}m—1 (1.11)

of positive semidefinite linear operators in £(H 4) such that
M
> Dp=1 (1.12)
m=1

where 1 is the identity operator on H 4. Each operator D,, is associated with a measure-
ment outcome m. In a measurement carried out using such a POVM, the probability

of the measurement outcome m is given by the Bourne rule,
Pr(m) = Tr(Dmpa) - (1.13)

Unitary and Isometric Evolutions

In an isolated system, the evolution of quantum states is always unitary, i.e., p4 may

evolve to
pla=VpaVrl, (1.14)

where V : H 4 — H4 is unitary, VIV = VVT = 1 4. If we allow extension of the system
using auxiliaries, the notion of a noiseless evolution can be generalized to an isometry,
rather than a unitary. An operator V : H4 — Hp is called an isometry if VIV = 14.
In this case, we must have dim(H ) < dim(#Hpg). In error-correction codes that do not

account for security, encoders are typically isometric.

Ezample 1.1.3. The Pauli unitary operators can be viewed as quantum logical gates on

H = C?:

01 0 —1 1 0
S L A (I RO (A B



Example 1.1.4. Consider two qubit systems A and B, with H4 = Hp = C?. The Bell
states can be defined by

‘<I><i=j>>AB = (D53 @ 1) ‘(I>+>AB (1.16)

where X x and Y7 are the Pauli operators from Example 1.1.3. Each state is maximally

entangled and together they form an orthonormal basis for H4 ® Hp,

1.1.3 Quantum Entropy and Information Measures

The von Neumann entropy for a density operator p is defined as

H(p) = —Tr[plogp]. (1.17)

The quantum entropy, H(p), is identical to the classical entropy with respect to the
eigenvalue distribution. Specifically, every density operator has a spectral decomposi-

tion of the following form:

dim(H

)
p= Z px () |¢x><¢m‘ ) (1.18)
=1

where the eigenvalues px(x) form a probability distribution over {1,2,...,dim(#)},
and the eigenvectors |¢,) form an orthonormal basis for H4. Then, the quantum

entropy satisfies
H(p) = H(px)- (1.19)

For a quantum system A in a state p4, we often use the notation H(A), = H(pa).

Consider a bipartite state pap € ¥ (HA®Hp). In analogy to the classical definition,

the quantum mutual information is defined as
I(A;B),=H(A),+ H(B),— H(AB),. (1.20)
Furthermore, the conditional quantum entropy is defined by
H(A|B),=H(AB),— H(B),. (1.21)

The conditional mutual information is defined accordingly: I(A; B|C), = H(A|C), +
H(B|C), — H(A,B|C),.
We note that in the quantum setting, the conditional quantum entropy can be

negative, even in finite dimensions. The coherent information from A to B is defined

11



as

I(A)B), = H(B), — H(AB), (1.22)
= —H(A|B),. (1.23)

Ezample 1.1.5. Consider the EPR state from Example 1.1.2,

#4) 1 = Z5 104 @ 1005+ 14 @11

el b))

The corresponding density operator is given by

pan= oo, a2
2 00 5
S
3 00 3

This is a pure state (of rank 1), and therefore

H(AB),=0. (1.27)

Next, we compute the reduced state of subsystem A. Tracing out system B yields

a maximally mixed state:

pa = Trp(pan) (1.28)
- %]1 (1.29)

10
= <S §> : (1.30)

where 1 is the identity operator on H,4. The eigenspectrum of p4 is given by px =
(%, %), hence the quantum entropy is

H(A),=H(px) =log2=1. (1.31)
By symmetry, we also have

H(B),=1. (1.32)



We can now compute the mutual information between A and B:
I(A;B),=H(A),+H(B),-—H(AB),=1+1-0=2. (1.33)
Finally, the conditional quantum entropy is
H(A|B),=H(AB),-H(B),=0—-1= -1, (1.34)
and the coherent information is

I(A)B), = —H(A|B), = 1. (1.35)

1.1.4 Quantum Trace Distance

A fundamental measure of distinguishability between quantum states is the trace dis-

tance. For two operators p,o € Z(H), the trace distance is defined as

o= ol =T |\l = a)i(p— o) (1.36)

and the normalized trace distance is 1||p — o|;. The normalized trace distance takes
values in the interval [0,1]. If p and o commute, then the normalized trace distance is

the same as the total variation distance between eigenspectra of p and o.

1.1.5 Typical Projectors
Classical Types

We begin with the definition of a classical type. Consider a classical sequence z" =
(x1,22,...,2n) € X™. The type of the sequence z™ is defined as the empricial distri-
bution Pyn(a) = % for a € X, where N (a|z™) is the number of occurences of the
letter a in the sequence ™. Consider a type P on X. The associated type class 7 (P)

is then

TO(P) = {z" € X" : Pyn = P}. (1.37)

Let § > 0. The d-typical set, A((;n) (px), with respect to an (arbitrary) probability
distribution px, is defined as the set of all sequences ™ whose type is close to px in

the following sense:

AP (px) = {a" e X

ﬁxn(a)—px(a)’ <0-px(a), for allaEX} . (1.38)

13



Quantum Typical Projectors

Next, we move to the quantum method of types. Consider an ensemble {px (z),|z) }rex,

with an average state,

o= Z px(x) |x)x| . (1.39)

zeX
Let Aq,..., A, be a sequence of systems, associated with the tensor-product Hilbert
space, H%”. The é-typical projector with respect to the ensemble above projects onto
the subspace that is spanned by [z") = @ |7;) 4,, Where 2™ are classical J-typical

sequences. Specifically,

)= S Ja")a"| . (1.40)

zned™ (px)

The typical projector satisfies the following properties. There exists a > 0 and € > 0
such that

1—27% < Te{II{" (0)0®"} < 1, (1.41)
(1 _ Qfan)Qn(lfé)H(a) < TI'{H((Sn) (O’)} < 2n(1+5)H(0') ’ (142>

(1- 27a")27”(1+5)H(‘7)H((5n)(0) < Hgn)(O')U@nH((sn) (0) < an(lfé)H(a)H((s") (0), (1.43)

for sufficiently large n (see [20, Th. 1.1] and [21, Sec. 15.1.2]). These properties result
from the classical asymptotic equipartition property (AEP) [22, Sec. 3.1]. We now give

the quantum interpretation.

Intuition. Let

o€ .S (Ha) (1.44)
be a given density operator. Consider a sequence of systems A1, As, ..., A, in the joint
state

PA A, =T, (1.45)

The é-typical projector, H((;") (o), projects onto the d-typical subspace,

T(o) C HT", (1.46)
given by

T(o) =span{ [2") : 2" € Agn)(px)}. (1.47)
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Suppose we perform a binary measurement specified by the operators {Dy, D1},

where

Dy, =11 (o), (1.48)
Dy=1-D;. (1.49)

This is referred to as a typical measurement, where the measurement outcome “1” cor-
responds to the typical subspace, whereas “0” corresponds to the non-typical subspace.
Then,

o Property (1.41) means that the probability of a projection onto the typical sub-

space approaches certainty, i.e., Pr(“1”) — 1 as n — oo.

o Property (1.42) shows that the dimension of this typical subspace is approximately
27H1(p) | That is, dim [T(0)] ~ 2"H (),

o Property (1.43) implies that the state c®" is close to a symmetric (maximally
mixed) state on the typical subspace. The eigenvalues are either ~ 2" @) or

negligible.

Quantum Conditional Typical Projectors

Furthermore, we now define the conditional d-typical subspace and projector. Consider
an ensemble {px(z), ph}, with an average state op = > cr px(2)p%. Given a fixed
sequence z"” € X" and for every a € X, let I,,(a) denote the set of indices i € [1 : n]

such that x; = a. Then, the conditional d-typical projector is defined as Hgn)(aB]:L‘”) =

Ruex (I (o)) .

{B;:icln(a)}
Similarly as before, the conditional typical projector satisfies the properties below.

There exist a > 0 and €,(d) such that
1— 27 < T {11{" (o )a™) i } < 1 (1.50)
(1 _ 2—an)2n(1—en(5))H(B\X’)a <Tr {H((Sn) (UB’IBn)} < 2n(1+en(5))H(B\X’)g (151)

2 e OHEX 10 (0 p]a") < 10 (05]a™) Iy (05]2")

< 9= ODHBIX o (M) (g |17

for sufficiently large n, where €,(9) tends to zero as n — oo and § — 0 (see [20, Th.
1.2] and [21, Sec. 15.2.4]), pf. = @i, p3,, and the classical random variable X' is
distributed according to the type of z™.
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Figure 1.1: Classical channel model.

1.2 Classical Channels

1.2.1 Channel Model

In classical information theory, a communication channel is an abstract model de-
scribing the probabilistic relationship between the transmitted and received signals. A
standard model is the discrete memoryless channel (DMC), described by a conditional
probability distribution Py|x(y|x), where z € X' is an input symbol and y € Y is an
output symbol. The memoryless assumption implies that the channel’s behavior at
each time step is independent of past inputs or outputs.

Formally, for a sequence of inputs X" = (X1,...,X,), the corresponding outputs

Y™ =(Y1,...,Y,) are generated according to:

n
Py ix(y"|z") = H Py x (yilzs).
i—1

1.2.2 Coding Definitions (Unassisted)

Reliable communication over a noisy channel requires the use of a channel coding

scheme. A (2", n) code consists of:

« Anencoding function f : {1,...,2"%} — X" assigning each message a codeword

of length n (we assume throughout this thesis that 2" is an integer).

« A decoding function g : Y* — {1,...,2"7} producing an estimate for the

transmitted message based on the received sequence.

We denote the code by (f,g).

The communication scheme is depicted in Figure 1.1. The sender, Alice, selects a
message m € {1,...,2"%}. She encodes the message by the codeword " = f(m), and
transmits " through n uses of the classical channel. Bob recieves y" and decodes by
= g(y").

The error probability given that Alice sent a message m € {1, ..., 2"} is

PU(f,glm) =Prlg(Y") #m|m]= > P¥xy"[f(m), (1.53)
yig(y™)#m
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and the maximum error probability is defined as

Plax(f,9) = max P (f, glm). (1.54)

e,m

The rate of the code is the ratio of information bits per channel use:

- log M

(bits per channel use), (1.55)

where M = 2™ denotes the total number of messages.

A (2"F n,¢e) classical code satisfies

PM).(f,9) <e. (1.56)

A rate R is called achievable if Ve > 0 and sufficiently large n, there exists a (2", n, ¢)

classical code.
The channel capacity is defined as the supremum of achievable rates. We denote

the capacity of a classical channel by C(Py|x).

1.2.3 Shannon’s Capacity Theorem

Shannon’s fundamental result establishes the capacity limit for reliable communication

over a noisy channel [23].

Theorem 1.1 (see [23]). The capacity of a classical channel Py|x is given by
pPx

where the maximum is over all input distributions px on X, and we compute the mutual
information I(X;Y') with respect to the joint distribution pxy (z,y) = px(z)Py|x (y|7).
Shannon’s channel coding theorem states that:

o For any rate R < C, there exists a sequence of (M, n) codes such that

lim inf,— oo loiM > R and Pe(;gax — 0.

o For any rate R > C', no sequence of codes can achieve Pe(?y)lax — 0.

Hence, the channel capacity C' characterizes the maximum achievable rate for reli-

able communication.

1.3 Common-Randomness Assistance

In addition to the conventional communication model, one may consider the scenario
where the sender and receiver have access to shared common randomness, independent
of the channel input and output. This auxiliary resource can enhance the ability to

coordinate actions and construct more elaborate coding strategies.
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Figure 1.2: Common randomness channel model.

1.3.1 Definition

The common randomness is represented here by a random variable S ~ pg, known to
both the sender and the receiver.

Formally, a (Z"R,n) code with common randomness assistance consists of a pair

{(f.9)}, where:
o f:{1,...,2"F} x S, — X" is the encoding function.

e g:Y" xS, —{1,...,2"F} is the corresponding decoding function.

The coding scheme with common-randomness assistance is illustrated in Figure 1.2.
The rest of the coding definitions are similar to the unassisted case. We denote the
common-randomness-assisted capacity by CCR(Py| x ), where the subscript ‘CR’ stands

for common-randomness.

1.3.2 Capacity with Common Randomness

For memoryless channels, the availability of unlimited common randomness does not
increase the capacity for reliable communication. This was established by Ahlswede in
his foundational work [24], where he introduced the elimination technique to show that

the randomized code ensemble can be derandomized without loss in capacity.

Theorem 1.2 (Ahlswede [24]). The capacity of a classical channel Py x with common-

randommness assistance satisfies:
Cor(Pyix) = C(Py|x) = max I(X;Y).

We note that common randomness is yet valuable in settings beyond standard
coding, such as secrecy systems [25], zero-error communication [26], and coordination
problems [27]. In such cases, common randomness facilitates strong synchronization,

private key agreement, and improved system design.
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1.4 Quantum Channels

Quantum channels describe the physical evolution of quantum systems and serve as
mathematical models for noisy transmission media, such as optical fibers [28]. The ca-
pacity of a quantum channel is the ultimate characteristic for communication through-
put, i.e, the optimal rate at which information can be reliably transmitted with asymp-

totically vanishing error.

1.4.1 Channel Model

A quantum channel is defined as completely-positive trace-preserving (CPTP) linear

map,
NA%B : ,C(/HA) — ,C(HB) (1.57)

(see [21, Def. 4.4.2-4.4.3] for the definition of the CPTP properties). The quantum
channel maps Alice’s quantum state p4 on Alice’s Hilbert space H 4, to Bob’s quantum
state pp = Na_p(pa) on Bob’s Hilbert space Hp. The ideal (noiseless) channel
id : L(H) — L(H) is defined by the relation id(p) = p for all p.

We assume that the channel is memoryless. That is, if the input A" = A145... A,

is sent through the channel, then the input state p4» undergoes the tensor-product

map N§" 5. Therefore, the output state is
pen =Nl p (par) - (1.58)

Every quantum channel has a Stinspring representation, i.e, there exists an operator
V :Ha — Hp ® Hg such that

Nasp(p) = Trg(VpVT) (1.59)

for p € L(H4), where VIV = 1.

In addition, every quantum channel can be represented as a Kraus map, i.e, an

operator-sum form:

Nasp(p) =Y Kipk| (1.60)

with 3, KK = 1.
The quantum channel generalizes the classical channel Py x, which can be viewed

as a linear map from the input distribution px to an output distribution py.
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1.4.2 Coding Definitions (Unassisted)

To communicate classical information over a quantum channel N4_,pg, one uses an
ensemble of quantum states to encode classical messages. A (2" n) code for commu-

nication of classical information over a quantum channel consists of:

o An encoding map F : {1,...,2"%} — Z(H%"), which assigns to each message m
a quantum codeword ¢,, = F(m), where ¢, € . (HY").

e A measurement POVM Dpn = {Dm}%:jl, which consists of measurement oper-
ators Dy, € S (HS™) for m € {1,...,2"}, such that Z?:jl D,, = 1pn. The

measurement POVM is used by the receiver to decode the message.

The communication scheme is depicted in Figure 1.3. To send a message m, Alice

encodes her input by preparing the input state

where A" = (A4,...,4,), and then transmits A" through the memoryless channel,

Na_p. The output state is thus

P = N5 () (L.62)

where B" = (By,..., B,). Bob receives B", and then performs the decoding measure-
ment {D,,}

onR

+.—1 to obtain an estimate, which is distributed according to

Pr(rm) = Tr(Dy, - pgn) - (1.63)
The error probability given that Alice sent the message m € {1, ..,2"%} is
PM™(F, Dim) =1 — Te{Dppk}, (1.64)
and the maximum error probability is defined by
P (F.D) = max PM™(F Dlm). (1.65)

A (2", n,¢) code over a quantum channel satisfies

PM_ (F,D)<e. (1.66)

e,max

20



A rate R is said to be achievable if Ve > 0 and sufficiently large n, there exists a
(2"% n,e) code. The channel capacity is defined as the supremum of achievable rates.

We denote the (unassisted) capacity of a quantum channel N4_, g by C(N).

1.4.3 Unassisted Capacity Theorem

The unassisted capacity of a quantum channel N4_, g is characterized by the Holevo—
Schumacher—Westmoreland (HSW) theorem [1, 2]. It describes the optimal rate at
which classical information can be transmitted reliably over many independent uses of
a quantum channel, without any additional resources such as entanglement or common
randomness.

The Holevo information of a quantum channel N4_, g is defined as:
X(N) =max I(X; B),,, (1.67)
where the maximization is over classical-quantum states of the form:

wxp =) px(z) o)z © Nasp(wh) (1.68)

and {|z)} is an orthonormal basis on the classical register X.

Remark. It is important to notice that in the quantum setting, X is not the channel
input, but rather an auxiliary random variable (a classical system). In general, auxiliary
variables appear in many network information settings, both classical and quantum.
Here, the variable X selects the input state from a collection of quantum states, {¢% :
xr e X}

The unassisted capacity was independently characterized by Holevo [1] and Schu-
macher and Westmoreland [2]. Hence, the result is commonly referred to as the
HSW Theorem.

Theorem 1.3 (HSW Capacity Theorem [1, 2]). The capacity of a quantum channel
Na_.p satsfies:

C(N) > x(N). (1.69)
Furthermore,
CN) = Jim Tx(Vn), (1.70)

where x\(N®") is the Holevo information with respect to the product channel N§" 5
L(HZ") — LIHE).

For channels with additive Holevo information, the capacity simplifies to the single-
letter formula [29, Sec. 8.3]:
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Figure 1.4: Entanglement-assisted quantum channel model.

CN)=xWN). (1.71)

This holds for many channels, such as the erasure channel, dephasing channel, depolar-
izing channel, quantum Gaussian channel, etc. In the past, many researchers believed
that (1.71) holds for all channels.

In general, however, regularization is necessary, as Hastings [30] showed that there

exist channels with a super-additive behavior, such that
1 n
EXW@ ) > x(N). (1.72)

A single-letter capacity formula is an open problem in general.

1.5 Entanglement-Assisted Communication

1.5.1 Model and Motivation

In the entanglement-assisted model, the sender and the receiver are allowed to share
an arbitrary amount of prior entanglement before communication begins. This shared
entanglement is independent of the channel and can be leveraged to enhance the com-
munication rate. Specifically, the idea is to utilize inactive periods to generate shared
entanglement, which can later be used in order to increase throughput, once the trans-

mission resumes.

We view the entanglement-assisted setting as the quantum parallel of communi-
cation with common randomness, as in Section 1.3. Nonetheless, the behavior is dif-
ferent, as entanglement assistance can significantly improve achievable rates. In the
entanglement-assisted communication setting, Alice applies an encoding map that acts
jointly on her share of the entangled state and the message, and transmits the resulting
state through the quantum channel. Bob then decodes using both the channel output

and his share of the entanglement.
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1.5.2 Coding Definitions

A (2", n) entanglement-assisted code for communication over a quantum channel con-

sists of:

o A shared entangled state Vengn € S (/HGZ ®@ Hen ) between the sender and the
receiver, where G} is the entanglement resource at the transmitter, and G% at

the receiver.

A collection of encoding maps ]:gg)—m" S (Hen) — S (HE™) form € {1,..,2" 8},

2nR

A decoding POVM Dpngn = {Dm}?gjl, such that >°7 _ Dy, = 1, where D,, €
S (HE" & Her,) for m € {1,..., 27F} . The decoding POVM is associated with
the measurement performed by the receiver in order to estimate the message,

using both the channel output and his share of entanglement.

We denote the code by (¥, F,D). The communication scheme is depicted in Fig-
ure 1.4. Alice selects a message m € {1,...,2"*}. She prepares the input state by

applying the encoding map on her share of entanglement assistance:
Pingn, = (‘FgELA" ®id)(Yeran), (1.73)

and transmits A™ through n uses of the quantum channel. Here, the ideal (noiseless)
channel, id, acts on Bob’s share of entanglement assistance, G}, since Alice does not

have access to this resource. The output state is thus

Pincy = (N§n 5 ©1d) (pncy ) (1.74)
Bob receives B"™, and then performs the decoding measurement {Dm}f,?jl to obtain

an estimate, which is distributed according to
Pr(rm) = Tr(D, - p"B?nG%) . (1.75)

The conditional error probability, given that Alice sent the message m, is
PM (W, F,Dm) =1 = Tr [ Dy - pfucy | - (1.76)
The maximum error probability is

PM™. (U, F,D) = max P (W, F,D|m). (1.77)

e,max

A (2"R7 n, e) entanglement-assisted code over a quantum channel satisfies

P (U, F,D)<ce. (1.78)

e,max
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A rate R is said to be achievable if Ve > 0 and sufficiently large n, there exists a
(2"% n,e) code with entanglment assistance.
The capacity is defined as the supremum of achievable rates with entanglment

assistance. We denote the entanglement-assisted capacity of a quantum channel N by

Cea(N).

1.5.3 Entanglement-Assisted Capacity

The entanglement-assisted capacity of a quantum channel N4_, g is the maximum rate
at which classical information can be transmitted reliably using the channel, assuming
unlimited prior entanglement. Remarkably, the capacity formula has a single-letter

form.

Theorem 1.4 (Bennet et al. [5]). The entanglement-assisted capacity of a quantum

channel Ny, g 1is given by:

Cea(N) = max I(G; B).,, (1.79)

|[¢ca)

where the mazimum is over all bipartite states |pGa), and

wep = (id @ N)(|¢caXdcal) ,
with dim(Hg) < dim(Ha).

We note that G is an auxiliary system in the optimization formula. This auxiliary
can be interpreted as Bob’s entanglement resource.

The entanglement-assisted capacity formula is additive, meaning f(N®") = n -
f(N) where f(N) = max I(G; B),. It also provides an upper bound on the unassisted
capacity, as C(N) < Cga(N). The entanglement-assisted capacity can significantly
exceed the unassisted capacity [31, 32].

1.5.4 Superdense Coding

A fundamental example that illustrates the advantage of entanglement assistance is
superdense coding [33]. Based on the Holevo bound [34], the capacity of a noiseless

quantum channel without entanglement assistance is

[ classical bit ]
qubit transmission |

Superdense coding shows that entanglement assistance can be utilized to double this
capacity. That is, if Alice and Bob are provided with entanglement resource, the

transmission rate becomes

[ classical bits ]

qubit transmission
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Figure 1.5: Illustration of Superdense Coding

Specifically, it turns out that a single EPR pair is sufficient (see Example 1.1.2). The

protocol includes the following;:

o A shared entangled state |(I)+>GAGB € Hg, ® Hgp between the sender and the
receiver, where G 4 is the entanglement resource at the transmitter and Gg at

the receiver.

e Encoding operators E&E]é, for i,j € {0,1}, where ¥x and X7 are the Pauli

operators (see Example 1.1.3).
¢ A decoding POVM, corresponding to a Bell-state measurement.

The method is demonstrated in Figure 1.5. Alice selects a two-bit message m =
(m[0],m[1]), where m[i] € {0,1}. She prepares the input state by applying X ™0 zm[!
on her share of the entangled resource:

0lwm[l] . .

‘q><m>>AGB (=57l @ id) \q>+>GAGB : (1.80)
and transmits A through the noiseless quantum channel id4_, 5. We note that {’(IJ(W)>}
constitute the Bell basis in Example 1.1.4.

Bob receives system B, and performs a Bell-state measurement on ‘(p >BG (the
Bell measurement is represented in Figure 1.5 by the application of a Hadamard gate
and a CNOT gate, followed by a measurement in the computational basis). This
measurement allows him to perfectly distinguish between the four orthogonal Bell states
and recover the message (m[0], m[1]) with probability 1.

Thus, superdense coding enables entanglement-assisted communication at a rate of

2 classical bits per qubit transmission via the noiseless qubit channel.
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1.6 Unreliable Entanglement-Assisted Communication

Entanglement resources are useful in many applications. Unfortunately, it is a fragile
resource [35, 36]. In order to generate entanglement assistance in optical communica-
tion, the transmitter first prepares an entangled pair locally, and then transmits half of
it [37]. Since photons are easily lost to the environment [38], current implementations
incorporate a back channel to notify the transmitter in case of a failure, with numer-
ous repetitions. This approach has clear disadvantages and may even result in system
collapse. However, ensuring resilience and reliability is critical for developing future

communication networks [39].

In the classical literature of cooperation resources, Steinberg introduced the concept
of uncertain cooperation in classical information theory in 2014 [40], and Huleihel
and Steinberg later expanded on it [41]. Their framework captures ad-hoc networks
where key resources—bandwidth, time slots, energy—may or may not be available,
since availability depends on factors beyond the designer’s control (for example, relay
battery levels, weather conditions, or peer willingness). Previous work has examined
unreliable cooperation in multi-user scenarios such as the multiple-access channel [42]
and broadcast channel [43, 44, 45], as well as in related frameworks like outage analysis
[46, 47], ARQ [48, 49], cognitive radios [50], and the broadcast approach for fading
channels—where the transmission rate is dynamically adapted to the channel state
[51, 52, 53]. In contrast, we focus here on the reliability of static entanglement resources

in a point-to-point quantum channel.

Communication with unreliable entanglement assistance was recently introduced
by Pereg et al. [7] as a setup where a back channel and repetition are not required.
Instead, the rate is adapted to the availability of entanglement assistance. Thereby,
the principle of operation ensures reliability by design. In communication with unreli-
able entanglement assistance, Alice and Bob are provided with unreliable entanglement
resources, as the communicating parties are uncertain about the availability of entan-

glement assistance.

Specifically, Alice wishes to send two messages, at rates R and R’. She encodes both
messages using her share of the entanglement resources, as she does not know whether
Bob will have access to the entangled resources. Bob has two decoding procedures. If
the entanglement assistance has failed to reach Bob’s location, he performs a decoding
operation to recover the first message alone. Hence, the communication system operates
on a rate R. Whereas if Bob has entanglement assistance, he decodes both messages,
hence the overall transmission rate is R + R’. In other words, R is a guaranteed rate,
and R’ is the excess rate of information that entanglement assistance provides. We
define the capacity region as the set of all rate pairs (R, R') that can be achieved with

asymptotically vanishing decoding errors.
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Figure 1.6: Illustration of unreliable entanglement assistance that is controlled by an
imaginary switch. Thus, there are two scenarios: (a) “On”: Bob decodes both m and
m’. (b) “Off”: Bob decodes m alone.

1.6.1 Coding Definitions

A (2"E, Q”R/, n) code with unreliable entanglement assistance consists of the following:

« Two message sets {1,...,2"%} and {1,..., Q"R/} where 2R 27F" are agsumed to

be integers.
* A pure entangled state ¥gn gn .

« A collection of encoding maps, ngﬁ/f‘" r S (Hen) — S (HE™), form € {1,...,2"}
and m’ € {1,...,2"}.

o Two decoding POVMs, Dpngr = { D} and Dg. = { D}, }.

We denote the code by (F, ¥, D, D*)

The communication scheme is depicted in Figure 1.6. The sender Alice has the
systems A" and G} as well, where G"j and G} represent the entanglement resources.
The model captures two scenarios, i.e. when entanglement assistance is present or
absent. This is illustrated in Figure 1.6 by an imaginary switch that controls the
assistance. Without assistance, Bob is only required to decode one message, and given
entanglement assistance, he should recover both messages.

Specifically, Alice chooses two classical messages, m € {1,...,2"%} and m’ €
{1,... ,2”R/}. She prepares the input state by

Phiem = (Fon™ e @id) (Wanay ) (1.81)

and transmits A™ over n channel uses of N4_,g. The channel output of Bob is
P = (N5 ®1d)(pacn ) - (1.82)

If the entanglement assistance is present, i.e. Bob has access to the entanglement

resource G5, then he should recover both messages. He combines the output with the
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entangled system G and performs the measurement POVM Dpngn = {Dp '} to
obtain an estimate (1, m’).

Otherwise, if entanglement assistance is absent, then Bob decondes less information.
If Bob does not have the resource G4, then he is only required to recover the first
message, m. Hence, he performs the measurement D}, = {D};,} to obtain an estimate
m of the first message alone. For this reason, the first message, m, is referred to as the
guaranteed information, and the second message, m/, as the excess information that
entanglement assistance provides.

Each scenario is associated with a different error probability. In the presence of
entanglement assistance, the conditional probability of error given that the messages

m and m’ were sent is:
PO (F, W, Dlm,m') = 1= Tt [ Dy (NF" 5 @ i) (" @10) (W )] 5 (1.83)

as the decoder measures Dpngn = {Dp,m} in this scenario. Without assistance, the

conditional probability of error is:
PAO(F, W, D |m,m') = 1= Te [Di (N5 0 F ™) (W) (1.84)

as the decoder does not have access to G'5 and measures Dy, = {D;,} in this scenario.
Notice that the encoded input remains the same in both scenarios, since Alice
does not know whether entanglement assistance is present or not. Therefore, the error
depends on m and m’ in both cases.
We denote the maximal error probabilities by:

P,

n)
max

(F,¥,D) = max P{")(F, ¥, Dlm,m’), (1.85)

€, max

P (F, ¥, D) = max Py (F, ¥, D*|m,m/). (1.86)

A (2"F, onk . ¢) code with unreliable entanglement assistance satisfies

P (F,¥,D) <e (1.87)
and
P (F,®,D%) < (1.88)

A rate pair (R, R') is called achievable if for every € > 0 and sufficiently large n,
there exists a (2", onk . ¢) code with unreliable entanglement assistance.
The capacity region Cga+(N') with unreliable entanglement assistance is defined as

the set of all achievable rate pairs.
Remark. The communication scheme with unreliable entanglement assistance is con-
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ceptually analogous to a scenario with unreliable common randomness. However, while
common randomness does not enhance the communication rate, entanglement assis-

tance does. Thus, the model is meaningful only in the entanglement-assisted setting.

Remark. Entanglement assistance does not increase the capacity of a classical channel.

In this case, the capacity region is given by
Cpa+(Pyjx) = {(R.R) : R+ R < C(Py|x)}

for a classical channel Py|y.

1.6.2 Capacity Results

General Channels

Define
R,R) : R< I(X:B),
RpasN) = U { (R, R) e IEG .B)|X) } 7 (1.89)
DX, Gy F @) - 2 w
where
wxca = 3. px(@) |2)z| @ (id © F&, ) (06a6n) (1.90)
rzeX
and
wxG,p = (id @ Nas ) (wxc,a) - (1.91)

Theorem 1.5 (Pereg et al. [7]). The capacity region of a quantum channel N a_, g with

unreliable entanglement assistance satisfies
Cpax(N) 2 Rpax(N). (1.92)

Furthermore,

Rpa-(N®™). (1.93)

(G

S|

Cpa+(N) =

n=1

Entanglement Breaking Channels

Entanglement breaking is a fundamental property of a broad class of quantum channels
that map any entangled input state into a separable output state [54]. A quantum

channel N4_, g is called entanglement breaking if, for every input state ps4s, where A’
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is an arbitrary reference system, the channel output is separable, i.e.,

(NMasB @ida)(paa) = Y px(x) ¥h @ vk,
reX

for some probability mass function px and pure states ¢% and 9%,.

The Kraus representation of an entanglement-breaking channel consists of Kraus
operators with unit rank. Moreover, any entanglement-breaking channel can be ex-
pressed as a sequential composition of a measurement channel followed by a classical-
to-quantum channel (see [55, Corollary 4.6.1]).

From a Shannon-theoretic viewpoint, entanglement-breaking channels are relatively
well understood. Their unassisted capacity is given by the single-letter Holevo infor-
mation [56], i.e., C(N) = x(N). While such a channel cannot be used in order to
generate entanglement, classical messages can still be transmitted, and entanglement
assistance can significantly enhance their capacity [31]. In the setting of unreliable en-
tanglement assistance, the capacity region for entanglement-breaking channels is given

by a single-letter formula.

Theorem 1.6 (Pereg [57]). The capacity region of an entanglement-breaking quantum

channel Na_,g with unreliable entanglement assistance is given by

1.7 Regularization and Single-Letter Characterizations

As demonstrated by the results in this chapter, some capacity results are expressed in

the form of a reqularization limit:

frogN) = lim —f (V). (1.95)

n—oo n,

Regularized expressions are also referred to as multi-letter formulas. Such formulas are
given, for example, in the capacity theorem for a general quantum channel, without
assistance, as well as in the unreliable entanglement-assisted capacity.

The main limitation of regularized capacity formulas lies in their lack of computabil-
ity and conceptual transparency. Since they involve limits over increasing blocklengths,
such expressions typically do not admit closed-form evaluations and are difficult to com-
pute in practice [58].

Another limitation of regularized formulas is their lack of uniqueness. That is,
a multi-letter formula does not uniquely characterize the capacity of a channel for a
given task. For example [21, Sec. 13.1.3], consider the capacity of a classical channel,
p(z) [H(X) — H(X]Y)]. Define
p(z) [(H(X) —aH(X[|Y)]. Tt is clear that C(Pyx) > Iu(Py|x) for

a > 1. However, if we consider the multi-letter formula of I,(Py|x), we find that it

which is given by C(Py|x) = max,,) [(X;Y) = max
Ia(PY|X) =S max
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coincides with the capacity: lim, %Ia( ;\X) = C(Py|x) for all @ > 1. Thus, the
capacity formula is not unique under regularization.

A further limitation is the lack of insights into optimal code design. Single-letter
formulas provide valuable guidance on how to design optimal coding strategies across
a variety of scenarios. For example, in the multiple access channel, the single-letter
characterization highlights approaches such as time-sharing and successive-cancellation
decoding [59, 60]. In parallel Gaussian channels, they lead to practical ideas such as

the water-filling method for power allocation [61].

Nonetheless, for specific classes of channels—such as entanglement-breaking channels—
single-letter formulas have been established. Regularization-free characterizations re-
main an active area of research, as they not only facilitate practical computations but

also provide deeper insight into the structure of quantum information tasks.

1.8 Packing Lemma

We conclude this chapter with the quantum packing lemma, a pivotal tool in the

analysis of quantum information-theoretic tasks.

The quantum packing lemma plays a central role in establishing achievability results,
particularly in entanglement-assisted communication scenarios. It provides a general
framework for encoding classical messages into a Hilbert space such that the receiver can
reliably distinguish them. Specifically, if the sender prepares an ensemble of quantum
states and the receiver applies an appropriate set of projectors, the lemma ensures the

existence of a decoding measurement with low average error probability.

This lemma underpins all the capacity theorems presented in this chapter and plays

a central role in the analysis of secrecy capacities, including the results of this thesis.

Lemma 1.8.1 (Quantum Packing Lemma [10]). Let {px(x), 04 }zcx be a quantum en-
semble with average state o0 =Y px(x)o,. Suppose there exist a code projector I1 and

codeword projectors {1l }zex satisfying:

Tr{llo,} > 1 —¢, (1.96)
Tr{l,o.} > 1—¢, (1.97)
Tr{Il,} < h, (1.98)

1
LI < I, (1.99)

for all x € X, where ¢ € (0,1), and 0 < h < H. Let M be a set of messages
of size |[IM|. Construct a random codebook C = {X(m)}mem where each X(m) is
independently drawn from px. Define the corresponding codeword states as ox(y)-
Then, there exists a POVM { Dy, }menm such that the expected average probability of
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correct decoding satisfies:

{‘M’ > Tr[ mOX (m ]}21—2(5+2\@)—4\M1-:. (1.100)

meM
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Chapter 2

Secrecy Capacity

Secure communication is a fundamental goal in both classical and quantum informa-
tion theory. The concept of secrecy capacity characterizes the maximum rate at which
information can be reliably transmitted from a sender to an intended receiver, while
ensuring that an eavesdropper gains negligible information about the transmitted mes-
sage. This notion plays a central role in cryptographic applications and physical-layer
security, where the goal is to exploit the properties of the communication channel itself

to guarantee confidentiality.

In the classical setting, secrecy is typically studied through the wiretap channel
model introduced by Wyner [62], where an eavesdropper observes a degraded version
of the main communication. In the quantum regime, secrecy capacities extend to both
classical and quantum communication, leveraging phenomena such as entanglement and
measurement disturbance. A notable example of a practical secrecy scheme is quantum
key distribution (QKD), where the goal is to generate a shared secret key between two
parties that remains secure against any quantum adversary [63]. Physical layer security
complements the cryptographic key distribution approach, and leverages the inherent
disturbance of the physical channel to ensure secure transmissions without relying on

secret keys [64].

This chapter reviews the notion of secrecy capacity for both classical and quantum
channels, along with known single-letter expressions and regularized formulas. We begin
by defining the quantum wiretap channel and several security notions, including weak
security, strong security, and semantic security. We then present the secrecy capacity
of the classical wiretap channel. We then turn to quantum channels, presenting the
secrecy capacity of a quantum wiretap channel, under three scenarios: unassisted,
entanglement-assisted with adversarial access to the entanglement, and entanglement-
assisted with a passive adversary. The chapter concludes with the quantum covering

lemma, a fundamental tool in the analysis of quantum secrecy capacities.
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2.1 Quantum Wiretap Channel

The quantum wiretap channel is a fundamental model for secure communication in the
quantum setting.

A quantum wiretap channel Ny ,pp : S (Ha) — S (Hp ® HE) maps a state at the
sender’s system to a joint state of the legitimate receiver and eavesdropper’s systems.
The sender, receiver, and eavesdropper are often referred to as Alice, Bob and Eve,
respectively. Hence, if Alice prepares her input A in the state p4, the joint output of
Bob and Eve is given by ppg = Na_,gr(pa).

We denote the marginal channel to the legitimate receiver, i.e., from Alice to Bob,
by L£a_p, and the adversarial marginal, from Alice to Eve, by £4_,r. The marginal
channels are also referred to as the main channel and the eavesdropper’s channel, re-
spectively.

The quantum wiretap channel Na_,gg is called degraded if there exists a degrading
channel Pp_, g such that

Lasg=PpsgoLlap.

The classical parallel is commonly referred to as a a stochastically degraded wiretap
channel.

We assume that the channel is memoryless, i.e., if Alice sends a sequence of input
systems A" = (Ay,...,A,), then the channel input p4» undergoes the tensor-product

mapping /\/'E)EBE.

2.2 Security Criteria

To ensure security in the wiretap channel, one typically requires the eavesdropper’s
output state to be (almost) uncorrelated with the transmitted message. Several notions
of security have been proposed to formalize this idea, including weak secrecy, strong

secrecy, and semantic security.

2.2.1 Weak vs. Strong Secrecy

Let M denote the transmitted message and E™ the eavesdropper’s quantum system

after n uses of the channel.

Strong secrecy. The system satisfies strong secrecy if the mutual information be-

tween the message and Eve’s system vanishes in the limit of n — oo:

lim I(M;E"),=0, (2.1)

n—oo

for a uniformly distributed message, M.
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Figure 2.1: Classical wiretap channel model.

This ensures that the correlation between the message and the information that is
leaked to the eavesdropper becomes negligible, providing a strong guarantee of confi-

dentiality.

Weak secrecy. A weaker requirement is:

lim %I(M; E™), =0, (2.2)
for a uniformly distributed message M.

This condition only requires that the rate of information leakage vanishes asymp-
totically. Since it allows for a sublinear amount of leakage, weak secrecy is generally in-
sufficient for cryptographic applications but still relevant in some information-theoretic
models [65].

2.2.2 Semantic Security and Indistinguishability

Semantic security requires that Eve cannot gain any advantage in learning anything
about the message, regardless of its distribution. In quantum information theory, this
is often formulated in terms of indistinguishability:
Let pg. denote the eavesdropper’s state when a message m € {1,..., 278 s sent,.
The communication scheme is said to satisfy semantic security if
1

e — Ol <6, 2.3
e DB 3 lpEn — Opn|l; < (2.3)

for arbitrarily small 6 > 0 and sufficiently large n, where 0gn» is a constant state that
does not depend on m. This condition ensures that Eve’s state becomes indistinguish-
able (in probability) from a state that is completely independent of the transmitted

message.

2.3 Classical Wiretap Channel

In classical information theory, a discrete memoryless wiretap channel is modeled by a
transition probability Py z x, where X is the channel input, and Y and Z denote the

outputs at the legitimate receiver and the eavesdropper, respectively.
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2.3.1 Coding Definitions

Reliable communication over the wiretap channel requires both reliable communication
to the legitimate receiver and secrecy against the eavesdropper.

A (2", n) secrecy code consists of:
« An encoding channel, F: {1,...,2"%} — x".
o A decoder, g : Y™ — {1,...,2"F}.

The communication scheme is depicted in Figure 2.1. Alice selects a message m from
{1,...,2"7}. She generates a codeword z" according to the probability distribution
F(:Jm), and transmits 2™ through n uses of the classical wiretap channel. The channel

outputs of Bob and Eve, respectively, are distributed according to

Q" 2"m) = Y F(a"|m)Pyyx(y", 2"[a"). (2.4)
zeX™

Bob receives y™ and decodes by m = g(y").

The error probability given that the message m was sent is

PM(F,glm) =Prlg(Y™) #m|m]= > Q"m), (2.5)
y™ig(y™)F#Fm

for m € {1,...,2"%}. Hence, the maximum error probability is

Plax(F,g) = max P (F, g|m). (2.6)

e,max e

Define the security level, with respect to an eavesdropper distribution Qg € P(Z"),
by:

AS(F, Qo) = max 1 [Q1m) — Qo()]; 2.7

where Qo(z") is an output distribution that does not depend on m.

A (2", n, e, ) secrecy code satisfies

PR (Fg)<e (2.8)
and
As(F,Qo) <0 (2.9)

for some Qo € P(Z").
A rate R is said to be achievable if, for every €, > 0 and sufficiently large n, there

exists a (2"F,n, e, §) code.
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The secrecy capacity CS(PYZ| x) is the supremum of all such achievable secrecy

rates.

2.3.2 Classical Secrecy Capacity

The capacity theorems for classical wiretap channels were originally established by
Wyner in the degraded case [62], and extended to the general wiretap channel by

Csiszar and Korner [66], laying the foundation for information-theoretic security.

Theorem 2.1 (Wyner [62]). The classical secrecy capacity of a discrete memoryless

degraded wiretap channel Py z\x is given by the single-letter expression:
Cs(Py 7)) = max [[(X;Y) — I(X; 2)]. (2.10)

Theorem 2.2 (Csiszar and Korner [66]). The classical secrecy capacity of a general
discrete memoryless wiretap channel Py z\x, under the strong secrecy criterion, admits

a single-letter characterization:
Os(Pyz1x) = max [I(U:Y) ~ I(U; 2)], (2.11)
where the auziliary random variable U satisfies [U| < |X].

This result demonstrates that, despite the need for auxiliary variables, the secrecy

capacity of general wiretap channels can still be expressed in a single-letter form.

2.4 Quantum Channels (Unassisted)

2.4.1 Coding Definitions

To transmit classical information securely over a quantum wiretap channel N4_, g, one
uses a secrecy code that ensures both reliability and security from an eavesdropper. A

(2"% n) secrecy code consists of the following:

 An encoding map F : {1,...,2"%} — Z(H%"), which assigns each message m €
{1,...,2"%} to a quantum codeword p’f. € . (HY").
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« A measurement POVM Dgn = {D,,}2", C S (HS™) such that Z,Z,?jl Dy, = 1pn,

used by the receiver to decode the message.

We denote the code by (F, D). The communication scheme is depicted in Figure 2.2.
Alice selects a message m € {1, ...,2”R}, and encodes the message by preparing the

input state p'},. The output state is

Phn = LG 5 (Pn) (2.12)

where £ 4_,p is the marginal channel for Bob.

Bob receives B", and then performs the decoding measurement {Dm}%:jl to obtain

an estimate, which is distributed according to
Pr(r|m) = Tr(Dy, - plgn) - (2.13)
The error probability given the message m was sent is
PM(F D |m)=1—"Tr[Dy - pha]. (2.14)
The maximal probability of error is defined by

P™ (F,D)= max PM™(F,D|m). (2.15)

e,max

To ensure security, we also require that Eve’s states corresponding to different
messages are nearly indistinguishable. Formally, Let £ 4_, g denote the complementary

channel to Eve, and define the state at Eve’s side when message m is sent by
Pl = LG, 5 (04 (2.16)
Define the security level with respect to a constant state 0gn, by:

1
As(./—",eEn) :m£x§|]p7£n —0En\|1. (2.17)

A (2"E n, e, 6) secrecy code satisfies

PM(F.D)<e,  As(F,0p) <4, (2.18)

e, max

for some Ogn.

A rate R is said to be achievable if, for every €, > 0 and sufficiently large n, there
exists a (2"F,n, e,§) code.

The secrecy capacity Cs(N) of a quantum channel N is defined as the supremum

of all achievable rates.

38



2.4.2 Secrecy Capacity

Consider a quantum wiretap channel N4, gg, and suppose that Alice and Bob do not
share entanglement a priori. The private information of the quantum wiretap channel
is defined by

Is(IN) = max [[(X;B), — I(X;FE)y], (2.19)

px (),wh

where the maximization is over the ensemble of quantum input states, and

wxpe = ) px (@) |2}z © Naspr(wh), (2.20)
TEX

with |X| < dim(H4)? + 1.

Remark. The variable X in the definition above is an auxiliary classical random variable
used to describe the ensemble of quantum inputs. It is not a direct channel input, but

rather plays a role analogous to the auxiliary variable U in Theorem 2.2.

Theorem 2.3 (see [3, 4]). The secrecy capacity of a quantum wiretap channel Na_,pp

without assistance is given by

lim lIS(/\f@”) : (2.21)

k—ocon

Cs(N)

A single-letter formula for the secrecy capacity remains an open problem for a gen-
eral quantum wiretap channel. The private information is known to be super additive
as well [67].

2.4.3 Degraded Channels

For degraded quantum wiretap channels, the secrecy capacity admits a single-letter
characterization, in contrast to the general case where regularization is required [68, 67].

This result mirrors the classical setting and simplifies both analysis and computation.

Theorem 2.4 (see [4, 69]). The secrecy capacity of a degraded quantum wiretap chan-
nel Na_,pg is given by

Cs(N) = max [I(X;B), — I(X;E)u], (2.22)
px(i),wz
where wxpe = Y ,px(x)|z)x] @ N(wY), and the mazimization is over classical-

quantum input ensembles {px (x),wq}, with |X| < [dim(Ha)]?.

This result holds regardless of the secrecy criterion. The degraded structure allows
one to bound Eve’s information via a post-processing of Bob’s output, enabling a

simpler security analysis.
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2.5 Entanglement Assisted Secrecy Capacity

Qi et al. [6] consider secure communication with reliable entanglement assistance. In
principle, if the transmitter and receiver share perfect entanglement beforehand, it can
be utilized to generate a joint key, and then encode the information using the one-time
pad protocol. Their model, however, does not allow Alice and Bob to generate a secret
key in this manner, as Qi et al. [6] assume that the eavesdropper has access to the
legitimate receiver’s entanglement resource.

In other words, the entanglement assistance is not secure. The model can viewed
as the quantum analog of a wiretap channel with common randomness that is available
to Alice, Bob, and Eve.

While the assumption that both Bob and Eve can measure the same system may
seem to contradict the no-cloning theorem, our interception model provides an oper-
ational meaning to their setting. We now present the definitions and results of Qi et
al. [6].

2.5.1 Coding Definitions

To transmit classical information securely over a quantum wiretap channel N'4_, g with
entanglement assistance, we consider the adversarial setting where the eavesdropper
(Eve) has access not only to the output of the wiretap channel but also to Bob’s share
of the entangled resource.

A (2"R n) secrecy code with entanglement assistance is defined as before, and con-

sists of:

* A pure entangled state Ugngn € & (HGZ @ Hen ), initially shared between Alice

and Bob, where Eve is assumed to also have access to the system G'5.

e A collection of encoding maps .FgEL an L (Hen) — S (HS™), which, given

m € {1,...,2"%} map Ugn to a codeword plf.

2'nR

e Adecoding POVM Dpngr = (D)2 Y(H%”Q@HG%) such that Yy~ Dy, =

m=1 m=

1, used by the receiver to decode the message using both the channel output and

his share of entanglement.

We denote the code by (¥, F, D).

In the secret communication scheme with entanglement assistance, Alice selects a

message m € {1, ..., 2”R}. She prepares the input state by applying the encoding map
oy, = (Farsan ©10) (Yayap) (2.23)
PAnGrn Gr—an ©14)(¥anay) '
and transmits A™ through n uses of the quantum channel.
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The output state is thus

Phncy = (L5 5 ©1d) (0 ® V), (2.24)

where £4_.p is the marginal channel to Bob.
Bob receives B", and then performs the decoding measurement {Dm}%fl to obtain

an estimate, which is distributed according to
Pr(ri|m) = Tr(Dy, - pgnG%) . (2.25)
The error probability given a message m was sent is:
PM(W,F,D [ m) = 1= Tt | Dy gy | - (2.26)
The maximal error probability is

P™ (W, F,D) = max P™(W, F, D | m). (2.27)

e,max

To ensure security, we now require privacy against an adversary who holds both the
channel output E" and the entangled system G%. In our framework, this means that

Eve has intercepted the entanglement resource. Let
Wihay, = (L5 5 @ 1d) (pFn © Uen) (2.28)

be Eve’s state when message m is sent. The security level under interception of Eve

with respect to a constant state Ogng, is

1
ASI(\I’, ]:, QETLG%) = mT%X §ngnc’fé - GEnG% % (2.29)

where SI indicates security under interception.
A (2"F n, e, 6) secrecy code with entanglement assistance satisfies

P (U, F,D)<e,  Aq(¥,F,0pncn) <6, (2.30)

e,max

for some 6 EnGT -

A rate R is said to be achievable if, for every €, > 0 and sufficiently large n, there
exists a (2"F,n,¢e,8) code.

The entanglement-assisted secrecy capacity in this adversarial setting, denoted
CsLga (N), is defined as the supremum of all such achievable rates. The subscript

‘SI-EA’ stands for security under interception, with entanglement assistance.

Remark. The no-cloning theorem states that it is impossible to create an identical copy
of an arbitrary unknown quantum state [70]. While the assumption that both Bob and

Eve have access to the same entangled subsystem appears to contradict this principle,
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Figure 2.3: Entanglement-assisted wiretap channel model with a passive eavesdropper.

our interception model gives an operational interpretation of such a setting by treating
the entanglement as a resource that may be intercepted rather than duplicated (See
Sec. 3.2.5).

2.5.2 Capacity Results

Define

Ispa(N) = max[I(G; B)o, — I(G; E).] (2.31)

PGA

where the maximum is over all bipartite states ¢G4, and

wepe = (Id @ Nasge)(pca) - (2.32)

Theorem 2.5 (see [6]). The secrecy capacity of a quantum wiretap channel Ny, pp

with (reliable) entanglement assistance is bounded by
Cs1-rA(N) > Ist-ga(N) . (2.33)

Furthermore, if the channel is degraded, the bound is tight.

Theorem 2.6 (see [6]). The secrecy capacity of a degraded quantum wiretap channel

Na_,pE with (reliable) entanglement assistance satsifies
Csi—pa(N) = Isi—ga(N) . (2.34)

A single-letter formula for the entanglement-assisted secrecy capacity for general

channels is an open problem.

2.6 Passive Model

Another natural model to consider is one in which the eavesdropper is passive and does

not have access to the entanglement assistance, as in the standard wiretap scenario. See
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Figure 2.3. In this setting, the sender and receiver may utilize the shared entanglement
to establish a secret key in advance, thereby ensuring security from the eavesdropper.
The model can thus be viewed as the quantum analog of a wiretap channel with key
assistance, assumed to be secure beyond Eve’s reach.

Assuming unlimited entanglement assistance, the generation of the key does not
pose a constraint. Consequently, the problem reduces to that of reliable communication
with entanglement assistance, without additional secrecy considerations.

The entanglement-assisted secrecy capacity of a quantum channel A/ with a passive
eavesdropper is denoted by Cpg_ga (N), where ‘PE-EA’ stands for a passive eavesdrop-
per, while Alice and Bob are provided with reliable entanglement assistance. In this
model, the secrecy capacity coincides with the entanglement-assisted capacity given in
Theorem 1.4:

Theorem 2.7. The entanglement-assisted secrecy capacity of a quantum channel Na_pg,

when Fve is passive and cannot access Bob’s share of entanglement, is:

Cre-rA(N) = Cpa(N) = max I(G; B) (2.35)

l[pca)

where the mazimum is over all bipartite states |¢pGa), and

wep = (id @ N)(|¢ca)dcal)
with dim(Hg) < dim(Ha).

This result is analogues to classical communication assisted by common randomness
that is hidden from the adversary, i.e., a shared secret key. If the eavesdropper is passive
and does not have access to the secret key, there is no secrecy penalty, and the secrecy
capacity matches the capacity without secrecy [71].

One can achieve this using one-time pad (OTP) encryption. In the classical case,
Alice and Bob share a random key and encrypt the message using bitwise XOR. In
the quantum setting, for example, if they share EPR states (see Example 1.1.2), they
can measure their respective states to generate identical random bits, which serve as a
shared secret key. This is equivalent to assuming that Alice and Bob have a pre-shared

secret key, which Eve cannot access.

2.7 Soft Covering Lemma and Channel Resolvability

We conclude this chapter with the quantum soft covering lemma, which plays a key
role in establishing indistinguishability guarantees in secrecy analysis. The soft cover-
ing lemma is a fundamental technical tool in both classical and quantum information
theory. It provides a probabilistic guarantee that a randomly generated codebook will

closely approximate the average behavior of a given ensemble. This result is especially
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powerful in the context of secrecy capacities, along with other tasks such as channel
simulation [5] and lossy compression [55, 72].

In our analysis, the quantum soft covering lemma plays a central role in establishing
security guarantees. Specifically, it allows us to show that the ensemble average of
the eavesdropper’s states—generated by a random codebook—is close to the overall
average state. As a result, the eavesdropper cannot reliably distinguish which particular

codeword was sent.

Lemma 2.7.1 (see [73]). Let {px(z),05}zcx be an ensemble, with mean state o =
>wex Dx(x)oz. Furthermore, suppose that there is a code projector II and codeword

projectors {I, },ex, that satisfy:

Te{llo,} > 1 — e, (2.36)
Tr{Il,0,} > 1—c¢, (2.37)
Te{II} <H, (2.38)

1
ool < 11, (2.39)

for all x € X, where ¢ € (0,1), and 0 < h < H. Consider a random codebook
€ = {X(k)}rex of size |K|, where each codeword is independently drawn according to
px(z).

Then,

1 e |Klh
Pr{ mg’:cox(k)—a >6+4ﬁ+24{%}§1—2Hexp<—4ln2~H).
1

(2.40)

This result ensures that the average of the quantum states ox ) over the codebook
% is close to the target mean state o with high probability.

We note that the quantum soft covering lemma can be viewed as a direct conse-
quence of quantum channel resolvability. In particular, quantum channel resolvability
studies the approximation of the average output state of a quantum channel by using a
randomly selected codebook. The quality of this approximation is set by the distance
between the ensemble average and the target output state. The covering lemma can

thus be viewed as a corollary of the general resolvability framework [74] (see also [75]).
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Chapter 3
Security Under Interception

In this chapter, we present our results on security under interception. We consider
secure communication with unreliable entanglement assistance, where the assistance
could be intercepted by the adversary, Eve. We require correct decoding by Bob and
semantic security against Eve.

The interception model is highly relevant in the current landscape of quantum
communications, where entanglement is not only difficult to generate but also inherently
fragile. Ensuring secure communication in such scenarios is critical to the advancement
of quantum cryptography and security.

We establish an achievable rate region for communication with unreliable entan-
glement assistance under interception. Furthermore, we derive a multi-letter capacity
formula also for the interception model for the class of degraded wiretap channels.

To demonstrate our results, we consider the erasure channel and the amplitude
damping channel. For the erasure channel, we show that time-division is optimal and
we derive a single-letter formula. For the amplitude damping channel, we encounter a
phenomenon that is somewhat rare in network information theory [76]: Time sharing

is impossible and the boundary of our achievable region is disconnected.

3.1 Interception Model

Before communication begins, the legitimate parties try to generate entanglement assis-
tance. To this end, Alice prepares an entangled pair locally and transmits one particle.

While the particle travels from the transmitter, Eve tries to steal it, hence the
particle may fail to reach Bob.

In the optimistic case, Alice and Bob generate entanglement successfully prior to
the transmission of information. Hence, Bob can decode the information while using
the entangled resource, which is not available to Eve.

However, in the pessimistic case, Eve intercepts the assistance and Bob must decode
without it. Nonetheless, secrecy needs to be maintained, whether Bob or Eve hold the

entangled resource.
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Figure 3.1: Interception illustration with an imaginary switch. As Eve may steal the
resource, there are two scenarios: (a) “Left”: Bob decodes both m and m/. (b) “Right”:
Bob decodes m alone.

Consider the following approach. Alice encodes two messages at rates R and R/,
unaware of whether Bob holds the entanglement resource or not. Whereas, Bob and Eve
know whether the resource is in their possession. In practice, this is realized through
heralded entanglement generation [77]. If the entangled resource is not available to Bob,
then he decodes the first message alone; hence, the transmission rate is . Whereas,
given entanglement assistance, Bob decodes both messages, hence the overall rate is
R+ R'. The rate R is thus associated with information that is guaranteed to be sent,
while R’ with the excess information that entanglement assistance provides. In this

manner, we adapt the transmission rate to the availability of entanglement assistance.

3.2 Coding Definitions

We now present the coding definitions for secure communication with unreliable entan-
glement assistance, under the interception model.
Before communication begins, the legitimate parties try to generate entanglement

assistance. In the optimistic case, Alice and Bob have entanglement resources, G and
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', respectively (see Figure 3.1(a)). However, G is not necessarily available to Bob,
due interception.

In the communication phase, Alice sends n inputs through a memoryless quantum
wiretap channel N4, gg, while she is unaware of whether Bob has the entanglement
resource. Nevertheless, based on the common use of heralded entanglement generation
in practical systems [77], we assume that Bob knows whether he has the assistance or

not.

3.2.1 Coding with Unreliable Assistance

Definition 3.2.1. A (277 27F 1) secrecy code with unreliable entanglement assis-

tance under interception consists of the following:

« Two message sets {1,...,2"%} and {1,..., 2”R/}, where 2% and 2"% are assumed

to be integers.
e A pure entangled state \I/G%G%.

o A collection of encodilng maps ]-"gg’gi‘n S (Hen) — F(HE™) form € {1,..., 278}
and m’ € {1,..., 2"}

o Two decoding POVMs Dpngn = { Dy } and D = {D}, }.

We denote the code by (¥, F, D, D*).

The communication scheme is depicted in Figure 3.1. Alice selects two messages,
m € {1,...,2"%} and m’/ € {1,.. .,2”R/}. In addition, Alice holds the resource G'}.
She prepares the input state by applying the encoding map,

Pt = (FonDhn @id) (Yanap) | (3.1)

and transmits A™ through n uses of the quantum wiretap channel. The channel output
of Bob and Eve is

PENEnGn = NS pE® id) (p4ricm, ) - (3:2)

Bob receives B™. As opposed to Alice, both Bob and Eve know whether they hold G4
or not (thanks to heralded entanglement generation). Depending on the availability
of the entanglement assistance, he decides whether to decode both messages or only
the guaranteed information. Given entanglement assistance, Bob has access to G, in
which case he performs a measurement using the POVM Dpgngn = {Dp m' } to recover
both messages. If Eve intercepts the assistance, then Bob recovers the message m alone,
using the POVM D%, = {D},}.

Bob is required to decode correctly the guaranteed information m, whether the

entanglement resource is stolen or not. Whereas, Bob only needs to decode the excess
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information m’ if the entanglement was stolen and thus not available to him. In both

cases, Alice and Bob need to maintain full secrecy from Eve.

3.2.2 Correct Decoding Criteria

Since there are two scenarios in our setting, we also have two error criteria. In the
presence of entanglement assistance, Bob decodes with DBnG% = {D,m}. Hence, the

conditional probability of error given that Alice sent the messages m and m’ is:

PM (T, F,Dim,m') =1 — Tr {Dmm/ P, }
=1 = T { Dy (L5 @ 1) (Fg ™ e @ 1) (P ) | - (3.3)
In the absence of entanglement assistance, Bob decodes with D5, = {D,,}, and the
conditional error probability is:
P (W, F, D*m,m') =1 - Te { D}, g™ }
=1 - T { D5 (L5 g o Fn ™) (Y} (34)

Notice that both probabilities depend on m and m’, since Alice does not know whether

the assistance is available to Bob or not, so she encodes both messages.

Next, define the maximal probabilities of error as:

Plax(W, F, D) = max P (U, F, Dlm, ) (3.5)
P:S’ng,x(\pvf7p*) :ma)gpe*(n)(\ll’]:,p*’m’ m/)- (36)

3.2.3 Security Criteria Under Interception

Suppose that Eve may steal the entanglement resource G'’%. In the pessimistic case,
Eve intercepts the entanglement resource, and Bob decodes without it. In other words,
Alice and Ewve share the entanglement, instead of Bob. See Figure 3.1(b).

Semantic security requires that Eve cannot gain any information on Alice’s message,
regardless of the message distribution. Hence, the state of Eve’s resources needs to be
close to a constant state that does not depend on Alice’s messages. Formally, define

the security level under interception, with respect to a constant state 6gngn , by

(3.7)

Ast(T, F, Opngn) = max L[ o7 — 0
SI( IR E"G%)—g{%inEnG%— EnGT, .

Notice that we include the entangled resource G in the indistinguishability criterion
due to the pessimistic case above.

The notion of SI denotes security under interception.
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3.2.4 Capacity Region

Definition 3.2.2. A (2" 2% ¢ §) secrecy code with unreliable entanglement as-

sistance under interception satisfies
max (Pemax (U, F, D), Plax (¥, F, D7) < € (3.8)
and
Agi(V, F,0pngn) <0 (3.9)

for some 6 EnGT -

A rate pair (R, R’) is called achievable if V ¢,6 > 0 and sufficiently large n, there
exists a (277,277 n_ €, 8) code.

The secrecy capacity region with unreliable entanglement assistance under intercep-
tion is the closure of the set of all such pairs, and we deonte it by Csrga(N), where

SI is security under interception, and EA* denoted unreliable entanglement assistance.

3.2.5 Remarks
Heralded Entanglement Generation

In practical implementations, heralded entanglement generation allows Bob to reliably
determine whether entanglement has been successfully established. Therefore, the as-
sumption that Bob is aware of the presence or absence of the entangled resource is
well-justified. In optical communication settings, heralded entanglement [77, 78] in-
volves both Alice and Bob locally creating an entangled photon or spin-photon pair
(as illustrated in Figure 3.2). These pairs are denoted by |®¢,p,) and |®q,p,), where
P4 and Ppg refer to the respective photons. To generate entanglement, Alice sends her
photon P4 to Bob. If the transmission is successful, Bob receives both P4, and Pg,
enabling him to perform a Bell-state measurement. The successful measurement col-
lapses the photonic systems while projecting the remaining quantum systems G4 and
Gp into an entangled state. If the photon fails to arrive, the measurement outcome

indicates this failure.

Security of Excess Message

A straightforward method to leverage entanglement assistance is to first generate a
shared secret key, and then use it to encrypt the message via a one-time pad protocol.
However, this approach poses a security risk in the interception model: if Eve intercepts
the entanglement resource, she also obtains Alice’s key, resulting in a complete breach

of secrecy.
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Figure 3.2: Heralded entanglement generation in optical systems.

Eve’s Interception Consequences

Eve’s interception has severe consequences on entanglement-assisted communication.
For example, suppose that Alice uses the super dense coding protocol to encode two
classical bits, and then transmits her qubit via a quantum erasure channel. Consider
the event that Bob receives an erasure, hence Eve receives the transmitted qubit. Nev-
ertheless, without the entanglement resource, there is no leakage, because each qubit
by itself has no correlation with Alice’s messages. On the other hand, if Eve has both

qubits, then she can use the super dense decoder in order to recover Alice’s bits.

Hard Decision Approach

Our model considers two extreme scenarios, i.e., the entanglement resources are either
entirely available to Bob or not at all. In digital communications, this strategy aligns
with a hard decision approach [79]. Indeed, the decoder in our setting makes a hard
decision on whether the entanglement resources are viable. This approach fundamen-
tally differs from noisy entanglement models that ensure reliability with respect to the

average state [80].

Correlation Between Guaranteed Information and Entanglement Resource

We observe that guaranteed information could have correlation with the receiver’s en-
tanglement resource. Indeed, the guaranteed information m needs to be encoded in such
a manner that Bob could recover it even in the absence of the entanglement resource,
see Figure 3.1(b). Nevertheless, Alice encodes her resource G'j using an encoding map
that depends on both m and m’ (the details will be given in Sec. 5.1). As a result, the
encoding operation may induce correlation between the guaranteed information m and
the entangled resource G%. We will see the consequences of this observation on the

rate region formula.
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3.3 Results

We consider communication with unreliable entanglement assistance under intercep-
tion. Recall that Alice does not know whether the entanglement resource has reached
Bob’s location, hence she encodes two messages, at rates R and R’. If entanglement
assistance is available to Bob, he recovers both messages. Yet, if Eve has stolen the
resource, he recovers the first message alone. Nonetheless, we require the information
to be secret from Eve in both scenarios (see security requirement in (3.7)).

First, we establish an achievable secrecy rate region. Let Ms_,pg be a quantum

wiretap channel. Define

Rgrpax(N) = U { (R, R)) :<J?I§ [I[(X;B), — I(X; EG2).]+

} (3.10)
R < [I(G2; BIX)w — I(G2; E|X)u]+

PX,$G1Gy 7].‘(1)

where [z]4 = max(z,0). The union is over all auxiliary variables X ~ px, bipartite

states ¢G,G,, and encoding channels ]-"g? _, 4, hence

wxaa = Y px(@) e)z] @ (d® FE, 1) (eaa) (3.11)
TEX
wxG,BE = (Id ®id ® NaBE) (Wxa,a) - (3.12)

Remark. While the setting resembles layered secrecy broadcast models [81, 82], the
analysis is much more involved, and the formulas have a different form. Specifically,
instead of the mutual information term I(X;E), in the private information formula,
we now have I(X; EG2), that includes the receiver’s entanglement resource, cf. (2.19)
and (3.10).

Remark. Based on the model description, it may seem at a first glance as if X should
not be correlated with Go, since the guaranteed information needs to be recovered in
the absence of the entanglement resource. However, as pointed out in Sec. 3.2.5, Alice’s
encoding may induce correlation between the guaranteed information and the receiver’s
resource. Similarly, in the rate region formula, the application of the encoding channel

]-"gl) _, 4 could create correlation between X and G (see (3.11)).

3.3.1 General Channels

Our main result, for general quantum wiretap channels, is given in the theorem below.

Theorem 3.1. The region Rsi_ga~(N) is achievable with unreliable entanglement as-

sistance under interception. That is, the capacity region is bounded by
Csi—ga*(N) 2 Rs1_gax(N) . (3.13)
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The proof of Theorem 3.1 is given in Sec. 5.1. We modify the quantum superposition
coding (SPC) scheme in [7] by inserting local randomness elements that are used in
the encoding, one for each message, in order to confuse Eve. In the analysis, we use
the quantum covering lemma [73] in a non-standard manner. In addition, our proof
modifies the methods of Cai [83, 12|, originally applied to multiple-access channels

(without secrecy), using random message permutations.

Remark. In the coding scheme described in Sec. 3.2, we specified that Bob applies
one of two distinct POVMs, depending on who holds the entanglement resource —
Bob or Eve. If Bob has entanglement assistance, then he performs Dpngn to decode
both m and m’. Otherwise, if Eve has sabotaged his assistance, Bob performs D},
to decode m alone. Nonetheless, the quantum SPC scheme [7] employs a sequential
decoder. On the first stage, Bob performs a measurement to obtain an estimate for the
guaranteed message m. Then, Bob moves on to the second stage. In the presence of
the entanglement resource, Bob performs a second measurement to estimate the excess
message m’, and in the absence of his resource, he aborts. The gentle measurement
lemma [84, 85] guarantees that there is no collapse after the first measurement, i.e., the

output state remains nearly unchanged.

3.3.2 Degraded Channels
For the class of degraded channels, we establish a multi-letter capacity formula.

Theorem 3.2. Let No_gg be a degraded quantum wiretap channel. The capacity

region with unreliable entanglement assistance under interception satisfies

Rsi_ga+(N®"). (3.14)

§\H

oo
Cs1-pas (N U

The proof of Theorem 3.2 is given in Sec. 5.2.

3.4 Examples

3.4.1 Amplitude Damping Channel

Consider the amplitude damping channel, specified by the input-output relation:

La-p(p) = KopK§ + Kipk], (3.15)
with Ko = [0)0] + /T =~ [1X1] , K1 = /7 [0X1] . (3.16)

where v € {0, %}
The amplitude damping channel has a Stinespring representation, such that the

complementary channel, from Alice to Eve, is an amplitude damping channel as well,
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Figure 3.3: Achievable rate region for the amplitude damping channel with unreliable
entanglement assistance under interception, for v = 0.3.

with a parameter (1 — 7) [86, Sec. II-A]. The amplitude damping channel is de-
graded. The secrecy capacity of the channel, without assistance, is given by Cs(N) =
maxgeo,1) h2((1 —7)q) — ha(vq) (see [86, Eq.(36)]). The entanglement-assisted capac-
ity, without secrecy, is given by Cga (L) = maxpe(o 1] h2(p) + h2((1 — v)p) — ha(7p) (see
[86, Eq. (38)]), and it can be achieved with a state of the form |¢1) = /1 —p|0) ®
0) + VP I1) @ [1).

We numerically compute achievable regions for each setting, using the following
ensemble. Define |ug) = /1 — 3|0)[0) + /B |¢1), and set |pg,a,) = HTlgH lug), px =
(1—gq,q), and F®)(p) = Y% p¥%, x € {0,1}, where X x is the Pauli bit-flip operator.
We note that f = 0 yields the optimal choice without assistance, whereas g = 1 is

optimal when entanglement assistance is available reliably.

The resulting achievable region for the interception model, is indicated by the solid
blue line in Figure 3.3. For comparison, the dashed line indicates the region that is
achieved through a classical mixture of optimal strategies, for communication with and
without entanglement assistance. We observe that time division is impossible because
the use of entanglement can lead to a leakage of guaranteed information. As can be seen
in Figure 3.3, the point (R, R') = (0,0.648) is disconnected from the set of boundary
points for which R > 0.

3.4.2 FErasure Channel

Consider the qubit erasure channel, specified by
Lasp(p) =1 —€)p+ele)e|, (3.17)
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where |e) is an erasure state that is orthogonal to the qubit space and € € [O, %] The

channel has the following isometric extension,
Naspe(p) = VoV, (3.18)

where the isometry V : Hy — Hp @ Hp is given by V = /1 —€ela,p @ |e) +
Velaog ® |e) . The erasure channel is degraded as well.

The capacity of the quantum erasure channel without entanglement assistance
and without secrecy constraints is given by C(N) = 1 — € [87]. When entangle-
ment assistance is available, the entanglement-assisted capacity increases to Cga (N) =
2(1 —€) [17]. Under secrecy constraints and without assistance, the secrecy capacity
drops to Cs(N') = 1—2¢ [21, Proposition. 24.7.1]. In the setting with secrecy constraints
and entanglement assistance, the capacity becomes Csr.ga(N) = 2(1 — 2¢).

In our model of security with unreliable entanglement assistance under intercep-
tion, we obtain a single-letter capacity characterization. The capacity in this case can
be achieved through atime-division strategy, dividing the block between two secure
schemes, either completely relying on entanglement assistance, or not at all. Thereby,

there is no gain beyond the straightforward time-sharing approach.
Theorem 3.3. Time division is optimal for the qubit erasure channel with unreliable

entanglement assistance and security under interception, i.e,

Csima-WN) = | { (3.19)

0<A<1

Proof. Achievability follows by a classical mixture of the optimal strategies, with and
without entanglement assistance. That is, set |¢g,¢,) to be an EPR state, px =
(1 =X, and F@(p) as in the previous example. To show the converse part, let
(R,R') € L Rg1 pa+(N®"), and let Z be an erasure flag. We have

R< —(I(X;B")., — I(X; E"G%).)
(I(X; B"Z)., — I(X; E"G3|Z).)
(1= I(X;A"), — el (X; A"GY).,)
(1 —2e)I(X;A")o

<(1-2¢) <1 - iH(A”|X)w> . (3.20)

The first inequality follows from Theorem 3.2, using the fact that the erasure channel
is degraded, allowing for a multi-letter secrecy capacity formula. The first equality

follows from the fact that there are isometries mapping B"™ and E™ to B"Z and E"Z,
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Figure 3.4: Quantum superposition coding.

respectively. The second equality follows from the definition of the erasure channel, and
because when there is an erasure, X is independent of the erasure state. The second

inequality holds because mutual information is non-negative. The last inequality is due
to the fact that I(X; A™), = H(A")w — H(A"|X), <n— H(A"X).

Similarly,

1 1

R < ~(1-20)I(G3; A"|X)y, < —(1 — 26)2H(A"[X)., . (3.21)

n n
The first inequality follows from the same initial steps as the former, and the second
holds since I(A;B), < 2H(A), in general. The converse part follows by defining

= LH(A"|X)..

3.5 Discussion

3.5.1 Operational Meaning of Interception

At a first glance, the assumption in the model of Qi et al. [6], presented in Sec. 2.5,
that Eve has access to the receiver’s entangled resource may appear to contradict the
no-cloning theorem, which prohibits the duplication of an unknown quantum state [70].
However, this assumption can be given operational meaning through our interception
model. In our setting, Eve’s access to the entanglement is interpreted as an interception:
either Bob or Eve possesses the entangled share, but not both. This interpretation
avoids any violation of the no-cloning principle and provides a physical justification
for the scenario considered by Qi et al. [6]. The capacity in their model can thus be

interpreted as the maximal value of the excess rate, i.e.,
Csrpa(N) =max {R' : (0,R') € CyLpax(NV)} .
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3.5.2 Quantum Superposition Coding Technique

The analysis modifies the quantum superposition coding (SPC) scheme from [7]. The
quantum SPC scheme was inspired by the classical SPC technique [88, 22]. Originally,
the classical SPC scheme consists of a collection of sequences u"(m) and v™(m'), where
m and m’ are messages that are associated with different users in a multi-user network.
In this scheme, the sequences u™(m) are referred to as cloud centers, while v™(m') are
displacement vectors. The resulting codewords, denoted as ¢"(m, m’) = u™(m)+v™(m')
are referred to as satellites.

In analogy, quantum SPC [7] uses quantum operations that map quantum cloud
centers to quantum satellite states. Suppose that Alice and Bob share an entangled
state ¢ a priori. Each cloud center is associated with a classical sequence x™(m), and at
the center of each cloud there is a state, oy, = F*" (™) (¢), where F (@"(m)) is a quantum
encoding map that is conditioned on x™(m). Applying random Pauli operators that
encode the message m’ takes us from the cloud center to a satellite p, .,y on the cloud
that depends on both messages, m and m’. The channel input is thus the satellite
state. See Figure 3.4. Bob decodes in two steps.

Initially, Bob aims to recover the cloud, i.e., he estimates the message m. If the
entanglement resource is unavailable to Bob at this stage, the decoding process con-
cludes after the first step. However, if Bob has access to entanglement assistance, he
proceeds to the second step to decode the satellite associated with message m/. It was
later shown that quantum SPC is optimal for entanglement-breaking quantum channels
with unreliable entanglement assistance [57].

In our model, Alice inserts local randomness elements k and k&’ to confuse Eve.
Effectively, she encodes the pair (m, k) and (m/, k'), instead of m and m/, respectively.
Hence, the analysis in the secure setting is more involved compared to the basic quan-
tum SPC from [7].

3.5.3 Semantic Security and Maximal Error Criterion

Our model imposes two stringent requirements: semantic security and the maximal
error criterion. These are notably stronger than the more common standards in clas-
sical and quantum information theory. In particular, most achievability results are
typically derived under the average error probability criterion [21, 4, 89], which allows
for more tractable analysis using random coding arguments and expectation bounds.
By contrast, maximal error probability requires reliable decoding uniformly over all
messages and is generally more challenging to satisfy. The requirement of semantic
security further strengthens the confidentiality guarantee beyond standard security no-
tions, ensuring indistinguishability of message distributions. Consequently, our results

establish a stronger form of security and reliability compared to traditional frameworks.
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Chapter 4

Security Under Passive

Eavesdropping

In this chapter, we present our results on security under passive eavesdropping. We
consider secure communication with unreliable entanglement assistance, where the as-
sistance is unreliable because it may be lost to the environment. However, as opposed
to the interception model, the eavesdropper in this setting does not have access to the
lost entanglement. This model resembles scenarios in quantum key distribution (QKD)
settings where not all losses are attributed to the eavesdropper, as addressed by Graifer
et al. [90].

We establish a regularized capacity formula for general quantum wiretap channels.
This stands in contrast to the interception model, where we derived a regularized
capacity formula only for the class of degraded channels.

To demonstrate our results, we analyze the quantum erasure channel and the ampli-
tude damping channel. For the erasure channel, we show that time-division is optimal
and derive a single-letter formula. For the amplitude damping channel, we present an

achievable region that outperforms time-division.

4.1 Passive Model

We consider secure communication with unreliable entanglement assistance, under the
assumption that Eve is passive and cannot intercept the entangled resource. In this
model, the entanglement assistance is unreliable because it may be lost to the environ-
ment.

The coding strategy mirrors that of the interception model. Alice encodes two mes-
sages, at rates R and R/, without knowing whether Bob has access to the entanglement
resource. In contrast, Bob knows whether the resource is available to him.

If the entangled resource is unavailable, Bob decodes only the first message, achiev-
ing a rate of R. Whereas, if the entanglement is available, Bob decodes both messages,

attaining a total rate of R+ R’. The rate R thus corresponds to guaranteed information,
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Figure 4.1: Unreliable entanglement assistance under the passive model, where the
resource may get lost to the environment. We model this with an imaginary switch.
There are two scenarios: (a) “Left”: Bob decodes both m and m'. (b) “Right”: Bob
decodes m alone.

while R’ represents the excess information enabled by entanglement assistance. In this
way, the communication rate is adapted to the presence or absence of entanglement

assistance.

4.2 Coding Definitions

We now present the coding definitions for secure communication with unreliable en-
tanglement assistance, under the model of a passive eavesdropper. The definitions
closely follow those of the interception model, with the key difference being the secu-
rity requirement. In this model, the pessimistic case assumes that the entanglement
assistance is unavailable to both Bob and Eve. Consequently, neither party can use the
entanglement resource to decode the message, which simplifies the security condition

compared to the interception scenario.
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4.2.1 Coding with Unreliable Assistance

Before communication begins, the legitimate parties try to generate entanglement as-

sistance. In the optimistic case, Alice and Bob have entanglement resources, G’} and

"%, respectively (see Figure 4.1(a)). However, in the pessimistic case, the assistance

gets lost to the environment (see Figure 4.1(b)).

Definition 4.2.1. A (2" 2"F 1) secrecy code with unreliable entanglement assis-

tance under the passive-eavesdropper model consists of:

« Two message sets {1,...,2"%} and {1,...,2"%'} where 2" and 2"% are assumed

to be integers.
e A pure entangled state \IIG%G% i

A collection of encodi,ng maps fémzﬂzn S (Han) — F(HE™) form € {1,... 278}
and m’ € {1,...,2"%},

» Two decoding POVMs Dpngn, = {Dpn s} and Dy, = {D,}.

We denote the code by (¥, F, D, D*).

As in Section. 3.2, Alice prepares
Pty = (FE 4 @) (Yoycp).

sends A" through N'Y" 55 to obtain Pg;gnag , and Bob receives B" (and G% only if

the assistance was not lost).

4.2.2 Decoding and Error Criteria

Bob’s two decoding strategies and their error probabilities Pe(%ax(\ll, F,D) and
P;SZ()M(\I/,}*, D*) are identical to (3.5) and (3.6), respectively.

4.2.3 Security Criteria Under Passive Eavesdropper

The passive model assumes that Eve does not gain access to the resource G%. In the
pessimistic case, the entanglement resource is lost to the environment, and neither Bob
nor Eve can benefit from it. See Figure 4.1(b). The security level with respect to a

constant state fgn is given by,

(4.1)

Apgp (¥, F,0pn) = maXQIpEn —Opn .

(cf. (3.7)). The security requirement for the passive model can thus be viewed as a
relaxation of the one we had in the interception model.

The subscript ‘PE’ stands for a passive eavesdropper.
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4.2.4 Capacity Region

Definition 4.2.2. A (27, ol e 0) secrecy code under the passive model satisfies

M) o Prm Y <6, App(W,F,0pn) <6

max {

for some Ogn.

A rate pair (R, R’) is called achievable if Ve, 6 > 0 and sufficiently large n there exists
a (2”R,2”R/,n, €,0) code. The secrecy capacity region with unreliable entanglement
assistance under a passive eavesdropper, denoted Cpp.pa+(N), is the closure of all

achievable pairs.

4.3 Results

Here, we consider the model of a passive eavesdropper, where Eve cannot intercept the

assistance. The entangled resource is unreliable as it may get lost to the environment.
Define:

(R,R): R

Rpppax(NV) = U { ’ R

pX790G1 Go 7_F(z)

[I(X5B)M_I(X§E)w]+ } (4.2)

<
< I(GZ;B|X)w

where wxg,BE is as in (3.12).

Our main result for the passive model is given below.

Theorem 4.1. The region Rpg_ga+(N) is achievable with unreliable entanglement

assistance and a passive eavesdropper. That is, the capacity region is bounded by
CPE_EA* (N) 2 RPE_EA* (./\/) . (43)

Furthermore, the capacity region with unreliable entanglement assistance and a passive

eavesdropper satisfies

Rpp pax(N®"). (4.4)

3\'—‘

(o]
Cre—gA+ (N U

Notice that here we have a regularized formula for a general wiretap channel, and not
just degraded channels (cf. Theorem 3.2 and Theorem 4.1).

The analysis follows similar steps to those in Sections 5.1-5.2, with a few simplifi-
cations arising from the relaxation of the security assumption, as Eve is not granted

access to the entangled resource in this model. The full details are provided in Sec. 5.3.

Remark. In this model, Eve does not have access to the entangled resource. Hence,
Alice can employ time-padding to encode the excess message m’ . This method, for
example, ensures that Eve cannot decode the excess message without access to the

resource. As a result, the bound for R’ excludes Eve’s system.
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Figure 4.2: Achievable rate regions for the amplitude damping channel with unreliable
entanglement assistance for v = 0.3.

4.4 Examples

4.4.1 Amplitude Damping Channel

Consider the amplitude damping channel, along with the encoding scheme defined in
Section 3.4.1.

The resulting achievable regions, for both the interception and passive models, are
indicated by the solid lines in Figure 4.2, in blue and red, respectively. For comparison,
the dashed lines indicate the regions that are achieved through a classical mixture of
optimal strategies, for communication with and without entanglement assistance.

We observe that the achievable region under the passive model strictly contains that
of the interception model. This is expected, as the security requirements are weaker
in the passive case. In particular, the achievable values of R’ are higher, which reflects
the fact that in the passive model, the excess message m’ can be securely transmitted
whenever the entanglement assistance is available, without any rate penalty, as seen in
(4.2).

Furthermore, while time-sharing is not possible in the interception setting, we ob-
serve that in the passive model, our coding scheme outperforms such time division,

yielding a strictly larger region.

4.4.2 Erasure Channel

Consider the qubit erasure channel. In the passive model, the capacity region is also

achieved by a single-letter time-sharing formula, as stated in the following theorem:

Theorem 4.2. Time division is optimal for the qubit erasure channel with unreliable
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entanglement assistance and a passive eavesdropper, i.e,

- (R.R): R< (1—N(1—2¢)
Cro-ea () = 0<L)\J<1 { R < 201-¢) } ' (4.5)

Achievability follows by a classical mixture of the optimal strategies, the strategy
for unassisted secure capacity, and the strategy for assisted capacity without a security

demand. The converse follows similar arguments as in (3.20).
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Chapter 5
Analysis

In this chapter, we present the proofs of the main theorems for both the interception and
passive models. Section 5.1 contains the proof of Theorem 3.1, which establishes the
inner bound for the interception model. Section 5.2 provides the converse proof for the
degraded case (Theorem 3.2). Finally, Section 5.3 presents the proof of Theorem 4.1,

corresponding to the passive model.

5.1 Proof of Theorem 3.1 (Achievability)

In this section, we prove Theorem 3.1, which establishes the inner bound on the capacity
region for the interception model over general quantum wiretap channels.

Consider secure communication with unreliable entanglement assistance under in-
terception. We show that every secrecy rate pair (R, R’) in the interior of Rgpgax(N) is
achievable. Suppose Alice wishes to send a pair of messages, (m,m’) € {1,...,2"%} x
{1,... ,2”R’}. In the optimistic case, entanglement is successfully generated prior to
the transmission of information, hence Bob can decode while using the entangled re-
source, which is not available to Eve. However, in the pessimistic case in this model,
Eve intercepts the resource, in which case, Bob must decode without it.

The coding scheme modifies the quantum SPC construction from [7]. Here, we
insert local randomness elements, which will be denoted in the analysis as k, k', and
are used in the encoding of each message in order to confuse Eve. Our secrecy analysis
relies on the quantum covering lemma [73], as stated in Lemma 2.7.1.

For semantic security, our proof modifies the methods of Cai [83, 12], originally
applied to multiple-access channels (without secrecy), using random message permuta-
tions.

Before we state the proof, we make the following observations. First, we note that
pure states |¢g,¢,) are sufficient to exhaust the union in the rate region formula in
(3.10), since 1 can be extended to include a purifying reference system. In addition,
we can restrict the proof to isometric encoding maps, FC(;?_> 4 for x € X, by similar

arguments as in [7]. To see this, consider using a collection of encoding channels,

63



fgl) _, 4 for x € X, for transmission via N 4'—sBE. Every quantum channel .7-"((;1) _, 4 has

a Stinespring representation, with an isometry ng) ., Ara,- Since it is an encoding map,
we may think of Ag as Alice’s ancilla. Then, let A = (A’, Ag) be the augmented channel

input. We are effectively coding over the channel Na_,pp, where Na_,pr(para,) =

.//\/’\A/%BE (Tra,(para,)), using the isometric map FéfLA From this point, we will focus

on the quantum wiretap channel N4_,gg and use the isometric encoding map ng) A

5.1.1 Notation

We introduce the following notation. For every z € X, consider the input state

[Wha) = (FS), 4 © 1) [$a16,) (5.1)

which results in the output

wWhEG, = Naspe ®1d)(Pig,) - (5.2)

Then, consider a Schmidt decomposition,

Ve = 3 pvix@le) &) @ € ) (53)

yey

where py|x is a conditional probability distribution. We will often use the notation
™) = @iy [9™).
Next, let us define a unitary operator that will be useful in the definition of our

encoder. Denote the Heisenberg-Weyl operators, on a qudit of dimension d, by

Y(a,b) = ¥%XY | for a,be€ {0,...,d -1}, (5.4)

where Sx = 307§ [k +1 mod d) (k| and 7 = S¢-f exp{ 2 | k(K.

Let 2™ € X™ be a given sequence. For every conditional type £ on V" given x",
we will apply an operator of the form (—1)%X(a,b;) for as, by € {0,...,d; — 1} and
¢t € {0,1}, where d; is the size of the corresponding conditional type class. Then,

define the unitary

U(y) = @(—1)%2(%7 bt) (5.5)

t

corresponding to a vector v = ((ay, by, ¢t)¢), where the direct sum is over all conditional

types. Furthermore, let I';»n denote the set of all such vectors ~.

5.1.2 Code Construction

We now describe the construction of a secrecy code with unreliable entanglement assis-
tance. Let |¢c,c,)"" be the assistance that Alice and Bob would like to share. We also
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let Ry and Rf, denote the rates of the Alice’s local random elements, where 0 < Ry < R
and 0 < R < R'.

Classical Codebook Generation

Select 2n(F+10) gequences independently at random,

{z"(m, k)}me{l,...,Z”R}, ke{l,..2nRo} (5.6)

each i.i.d. ~ px. Then, for every m and k, select 2"('+50) conditionally independent

sequences at random,

{rv(m' K |z"(m, k)} (5.7)

!
m/e{l,...2nR'} kel 2"}’

each uniformly distributed over I';n(;;, ). The codebooks are publicly revealed, to Alice,
Bob, and Eve.

Encoding

Alice chooses a message pair (m,m’). To ensure secrecy, Alice further selects local

randomness elements, k& and k’, chosen uniformly at random, from {1,...,2"f0} and
{1,... ,2”1%}, respectively. To encode the first message m, she applies the encoding
map
(=) > ()
x iz 3 —
FG?_}AH = ®FG1_>A, with 2" = 2" (m, k), (5.8)
i=1

on her share of the entangled state |pg,q,)®". The resulting input state is ’¢%7:ng>
(see (5.1)).
To encode the excess message m/, she applies the unitary U(7), with v = v(m/, ¥|z™).

This yields the input state

Xy ) = (UM @ 1) [¥hhey ) (5.9)

Alice transmits A™ through n uses of the wiretap channel N4_,gg. The output is
PEnEnGy = Wi pp ® id) (X iwgn) - (5.10)

Decoding

Bob has two decoding strategies. If Bob holds the entangled resource G35, then he
decodes both messages, m and m’. However, if Eve has stolen G%, then Bob decodes
the message m alone. Specifically, Bob decodes in two steps. First, he performs a

measurement, using a POVM {A,, ;. }, which will be described later, in order to estimate
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the message m. If he has access to the entanglement resource G%, then he continues to
decode the message m’ using a second POVM {7,/ xr}, which will also be described

later.

5.1.3 Code Properties

Before we go into the error analysis, we show that Alice’s operations for encoding the

second message m' can be effectively reflected to Bob’s side.

Using the schmidt decomposition in (5.3), we have

yneyn

for ™ € X",

Now, we can partition the sum over y™ € Y™ according to conditional type classes
T, (t|z™), where t € P,(Y). That is, we write:

A 2> - Z Z \/W‘gy"\x"> ® ‘§;n|zn>

tePR(Y) yn€Tn (t|z™)

= Z W \/t—| "EZ ‘é.y |xn> ‘gy"‘xn>

tePn (V) T (t|27)
= P [ (5.11)
tePn(y)
where
P(t|a") = Z Pynjgn (y™|z"™), (5.12)
y €Ty (t|z™)
1
o) = — Y@ 1000 5.13
) T (tz)] > ’§y | >® ‘gy |z > (5.13)

yn €Ty (t|zm)

Note that |®;) is a maximally entangled state on the product of the typical subspaces
associated with T, (t|z™).

Using the ricochet property [91, Eq. (17)]

(U®id) [®ap) = id@ UT) |®ap). (5.14)

We can then reflect the unitary operation to the entangled resource at the receiver

along with the environment:

‘XA"G’“> =1 eU'(7)

gy ) - (5.15)
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Thus, we can write the output state as follows:

Phnpncy = Wil pe © 1) (itgy)

= (WVE e @) (L@ UT (7)) dhney (1 © U*(%)))

= (10 UT() [N pp @id)(Winay)| (1T (7)

= (1@ UT()whnprey (1@ U (7)) (5.16)

where wgpg, is as in (5.2).

5.1.4 Error Analysis

We now analyze the probability for erroneous decoding by Bob, for the guaranteed
message and the excess message. Let o > 0 be arbitrarily small. We analyze the error

probability in each scenario.

Eve has stolen the resource

We begin with the pessimistic case, where Bob does not have the entangled resource

G5, as it was stolen by Eve. Bob’s reduced state is given by

Ph = Tepnay (10 UT () whnpney (1© U™(7))

n

— w%n . (5.17)
The second equality follows from trace cyclicity, as U*U” = 1. Observe that the state
does not depend on . That is, the reduced output state is not affected by the encoding

of m’. Therefore, based on the HSW Theorem [1, 2|, there exists a decoding POVM
Din = {Ap i} such that

1
S Pr(w, F, DY m,m) | < a, (5.18)

- on(RTR)
m

/
,m

for sufficiently large n, provided that
R+Ry<I(X;B),—e€1. (5.19)

Bob has entanglement assistance

We move to the optimistic case, where Eve has failed to intercept G4, hence Bob holds
the entangled resource. Based on the analysis above, Bob’s first measurement recovers
the correct guaranteed message m, with a high probability. In general, upon performing
a measurement, it may lead to a state collapse. Denote the post-measurement state,
after the first measurement, by ﬁgfég- According to the gentle measuring lemma

[84, 85], this state is close in trace distance to the original state, before the measurement
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took place, as

< 9~} (I(X;B)u—R—Ro—e1) , (5.20)

| TR n
5”@9%@3 - p%%’fE“G’g
which tends to zero if (5.19) holds. Hence, we may focus our error analysis on the
original state, before the measurement:
PEEG; = Trpn (P%Encg)
=Trpn (1@ UT (7)) whngnay (1@ U™ (7))
= (1@ U (7)whnay (1 © U*(7)) (5.21)
where v = ~(m/, K'|2"), and w%T;Gg = Trgn (wg;EnG;). Based on the arguments in

Appendix A.1, which are based on the quantum packing lemma in Lemma 1.8.1, there
exists a POVM {Y,,/ js|,» } such that the expected error probability is bounded by

1
on(R+R) Y Pe(¥,F,Dlm,m')| <a, (5.22)

for sufficiently large n, provided that

R + R{ < I(G9; B|X), — €2. (5.23)

5.1.5 Secrecy Analysis

We note that secrecy is required whether Eve has intercepted Bob’s entanglement re-

source G or not.

Consider Eve’s joint state, including both her output and the entanglement resource,

which could be in her possession. Similarly, as before, we express Eve’s joint state as
Py = (10 UT()whhey (18 U (7)) (5:24)

where wg;Gg = Trpn (W%ZE"GQ) (see (5.2)).

Next, we analyze the secrecy for each of Alice’s messages. Denote

1 2 e
At im (€)= 2 ||onm PYE%Q T — el
k=1
1
1 1 2”RO
* _ n ®
An(®) = 5| 5nm0 kz:l WEnGy ~ WEG,|| (5.25)
= 1

. n — ,..n x™ _ 1 v,z"
with 2" = 2™ (m, k), and CEnGy = Tryn] 2o9€ln PEnGY-
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Guaranteed information indistinguishability bound

We apply the quantum covering lemma [73], Lemma 2.7.1, with the ensemble below,

{pxn (&™), whngy banean (5.26)

and the following typical projectors, II = Hg") (wengp) and Izn = Hg") (wengyl2™). In

Appendix A.2, we show that the conditions of Lemma 2.7.1 are met for every m. Thus,
Pr (A;‘n(%ﬂ) > 6_%”) < exp{—2”(R0_I(X;EG2)“_€4)} . (5.27)

for sufficiently large n. The last bound tends to zero in a double exponential rate,
provided that

Ry > I(X; EGg)w + €4. (5.28)

Excess information indistinguishability bound

Let 2™ = 2™ (m, k) be fixed. Consider the uniform ensemble,

1 n
{ple = b (5.20)
" ’YEFIn

Using the quantum covering lemma, Lemma 2.7.1 we show in Appendix A.2 that Alice’s

encoding simulates the average state,

1

CEroy = o] 2 PEGy (5:30)

vl zn

using the code projectors:
T =TI (wpn [2™) @ TS (weglz")
IL, = (1 & U ()" @y l2") (L @ U* (7).
By Lemma 2.7.1, for every m’' € {1,... ,Q”R/} and sufficiently large n,
Pr (Ao 1(€) > 75" < exp{—gn(Fo=T(GaEIN)ueo) ] (5.31)
which tends to zero in a double exponential rate, provided that
R > I(E;Ga|X)w + €5 (5.32)
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5.1.6 De-randomization

We now show that there exists a deterministic codebook under the requirements of
average error probabilities and mazimal indistinguishability. Consider the following

error events,
1
A=Ay 2 Pel@lmom') > Va}, (5.33)

i *
A2 = {W Z Pe (‘K\m,m’) > \/a}, (534)

B ={3(m,m' -2HpEnGn Wil > oY (5.35)

By the union bound,
Pr(ApU A UB) < Pr(Ap) + Pr(A;) + Pr(B). (5.36)

By Markov’s inequality, Pr(A;) < /o (see (5.18), (5.22)). As for the last term, by
the triangle inequality,

®n
9 HpE"G" - wEGz

1 2nR0 2"R ,
~(m! k' |z™),z™
= 2119 RO+R’ Z Z E"Gn | —w%&
k=1 k'=1
1
onRg 2nR’D on R
1 1 1 AW n 1 1 n
1 (! W) a g 1 o en
< 21| 2nRo Z on R, PEnGy CEnGg + 9 || 9nRo Z CEnGg WEG,
k=1 k'=1 1 k=1 1
1 onRq 1 onRq k)
m ®n
S oanRo Z Aml|m7k(cg) +5 2 2nRo Z CE"G" wEGQ (537)
k=1

1

If we were to remove the encoding of v, then Eve’s output would have been wﬁﬂ:Gg,
instead of CEnGg. Therefore, by trace monotonicity under quantum operations, the last
trace norm is bounded by A} (¢) (see (5.25)). Thus,

> 5)
<Pr<2n11—z 2§)A k(€)= g) +PY(A* (%) > g)

< Pr (Elk: C A,k (€) = ) +exp {—2"¢}

PT(Q HpE"G" w%gz

N S

<exp{—2""} (5.38)

hence, Pr(B) < 2no+8) . exp {—27¢7} < exp {—2%”67}, for some e7 > 0 and sufficiently
large n. Hence, we deduce from (5.19), (5.23), (5.28), (5.32), that there exists a deter-
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ministic codebook % such that the message-average error and indistinguishability tend

to zero, if

R<I(X;B)M—I(X;EGQ)M—Q—&;,
R <I(GQ;B’X)W—I(GQ;E|X)M—62—65.

5.1.7 Semantic Security and Maximal Error Criteria

We now complete the analysis for the maximum criteria. The proof modifies the meth-

ods of Cai [83, 12], originally applied to multiple-access channels.

Guaranteed information (expurgation)

Consider the semi-average error probability,

1 2nR,
e(m) = n Z P.(€|m,m'). (5.39)
m/=1

Based on the analysis above, the average of {e(m) %:fl is bounded by «!'/2. Therefore,

at most a fraction of n = /4

of the messages m have e(m) > 1. Then, we can expurgate
the worst 7 - 2" messages, and the corresponding codewords. The guaranteed rate of
the expurgated code is R — %log((l — 77)*1), which tends to R as n — co. Denote the

expurgated message set by Mexp.

Excess information (message permutation)

We now construct a new code to satisfy the maximum criteria. The transmission
consists of two stages. In the first stage, Alice selects a uniform “key” L € {1,...,n?}.
Assuming R’ > 0, Alice can send L with negligible rate loss, such that the message-
average error probabilities vanish. In the second stage, Alice chooses a permutation 7y,
on the message set {1,...,2"%'}, and encodes the message pair (mg, mp) = (m, 7w (m'))
using the codebook ¥. Bob obtains an estimate, L and (o, my), and then declares
his estimation for the original messages as m = Mgy and ' = Wil(m{)).

Based on our previous analysis, the message-average error probability in the first

stage is bounded by

Pr(L#1)= ;;Pe(%u,z) <Va. (5.40)

Now, consider the second block. Let IIy,...,II,2 be an i.i.d. sequence of random

permutations, uniformly distributed on the permutation group on the excess message
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set {1,...,2"%}. Denote the random codebook by II(%). For a given m’,

(2nf — 1) 1

Pr(Illy(m) = m') = (2rF T onR

(5.41)

for all m/ € {1,...,2""} and ¢/ € {1,...,n?}. Thus, for every message pair (m,m’) €
Mesp x {1,..., 277},

E [P (n(cg)|m, m')]

= ZPr (T (m') = @) P™(€|m, m)

= W > P G)m,m') = e(m) < A. (5.42)

Now, by the Chernoff bound [83, Lemma 3.1],

POV IL(E) mm!) > 4X | < e ™. (5.43)
- Z

I'=1

Therefore, the probability that, for some (m,m’), 77122:?2:1 Pe(n)(l'[(%)\m,m’) > 4\,
tends to zero in a super-exponential rate by the union bound. We deduce that there

exists a realization (71,...,m,2) such that

2

P (n(€)|m,m) i ) (70 (€)|m, m') < 4N (5.44)

e

1
)

for all (m,m') € Meygp x {1,...,2"}.

This completes the proof.

5.2 Proof of Theorem 3.2

Consider a degraded wiretap channel. Achievability follows from Theorem 3.1. It

remains to prove the converse part for the multi-letter capacity formula in Theorem 3.2.

Suppose Alice and Bob would like to share the entangled resource \I/G’;‘ an, yet Bob’s
share may be stolen by Eve. In our model, there are two scenarios. Namely, either Bob
holds the entanglement resource G, or Eve, depending on whether Eve has succeeded

in her attempt to steal the resource. Alice first prepares a classical maximally correlated
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state,

m=1

2’nR
TRKMK' M = (223 > [m)mly ‘meK)
P
® (an Y mXm] @ !m'><m'le) (5.45)
m/=1

where M, K, M’, and K’ are classical registers, such that M and K are in perfect
classical correlation, and so are M’ and K’. Bob needs to recover the value of M in
both cases, whether he holds the resource or Eve. Whereas, Bob need only recover M’,
if he holds the resource. Security requires that both M and M’ are hidden from Eve,
whether she intercepted G4 or not.

Alice applies an encoding map Fjy M/Gr—An on MM " and her share of entanglement,
G'"}. Hence, the input state is

kK AnGy, = Fumrensan(Tkmi v @ Yanen) (5.46)
and transmits A™ through n channel uses, hence the output
wrkpnpnay, = N5 pp(VKk K angy) - (5.47)

If the entanglement resource is available to Bob, then he applies a decoding channel

D creating

BrGlL— MM

PKREK' NN En = DBnG%HMM/ (WK K BrGREN) - (5.48)

If Eve has stolen the entanglement resource, then Bob applies a decoding channel

Dy, > hence

Prxriten = Ppnoy(WKK BrGyBn) - (5.49)

. / . . . .
Consider a sequence of (2% 2" n) codes, with vanishing errors and leakage, i.e.,

1
slexcirice = mrarowlly < an, (5.50)
1, )
§‘PKM_7TKMH1 < o, (5.51)
and
I(KK';E"Gg)w < P (5.52)

where oy, o, and (5, tend to zero as n — oco. Eq. (5.52) represents a weaker form of

ns
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secrecy, yet this is sufficient for the converse part. Based on entropy continuity,

]I(K; M)y — I(K; M),

< ne, (5.53)

no

(I(K; M'|\K)y — I(K; M’|K)p‘ < ney,, (5.54)

where €, — 0 when n — oo (see [7, App.C, part B]) Consider the scenario where
Bob receives B™ alone, while Eve gets both E" and G'%. Now,

nR=1I(K; M),
< I(K; M), + ne,
< I(K; B"), + ne,
< I(K;B"), — I(K; E"G%)., + n(cl + Bn) (5.55)

where the second line follows from (5.53), the third from the data processing inequality
(see (5.49)), and the last from (5.52). We move to the more challenging bound, on
the excess rate. Here, we use the degraded property. Consider the scenario where Bob
holds both B™ and G';. As before, we use (5.52) and (5.54) to show that

nR =I(K'; M'|K),
< I(K';GHB"|K)y — I(K'; "G K)oy + n(en + Bn) -

We can also write this as

n(R — e, — Bn) < I(K'G%; B"|K)y, — I(K'GT; ™K )y —
[1(G; B"|K)w — I(Gp; E"|K)w] -

Due to our assumption that the quantum wiretap channel is degraded, the expression

within the square brackets above is nonnegative. Thus,
n(R — e, — Bn) < I(K'G%; B"|K), — [(K'G}; E"|K),, . (5.56)

To complete the regularized converse proof, set X = K and G = (K’,G%) in (5.55)
and (5.56), and take n — oo.

5.3 Proof of Theorem 4.1

5.3.1 Achievability

The achievability proof for the passive eavesdropper case follows the general structure
of the proof from Sec. 5.1 for the interception model, except for several important

simplifications and distinctions, arising from the passive nature of Eve:
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Guaranteed Rate:

For the guaranteed message, the indistinguishability bound simplifies from:

nRg
i} 1 1 3 n
AL (C) = 5 | 7m0 > WhnGn — Wi, (5.57)
k=1 1
to:
1 onRg
AET?sSIVe((g 5 2nR0 Z UJEn - (JJE (558)
1

Here we can apply the covering lemma in the same manner but with wg;, and the

projectors
T =T (wpn) (5.59)
M = I (wpn |2™) . (5.60)

Hence, the bound on Ry will be Ry < I(X; E), + €5, instead of Ry < I(X; EG2)y + €5
(See A.2). This is the cause for the different bound for the guaranteed rate R.
Excess Rate:

Since in the passive model Eve cannot have access to G5, Alice and Bob can use the
entangled resource to generate a shared key beforehand and ensure security automat-
ically for the excess message. Hence, requiring additional local randmoness k' is not
needed.

In the interception case, the rate R’ must satisfy (see Equation (3.10)):
R <[I(G2; B|X)w — I(Go; E| X))+ - (5.61)
However, in the passive model, there is no I(G2; E|X), penalty, and we simply get:
R < I(Gy;B|IX), . (4.2)

This is because the excess message is protected by the one-time pad, so leakage from

G5 is not a concern.

5.3.2 Converse

The converse proof for the passive model again follows a similar structure to the proof
of Theorem 3.2 (Sec. 5.2), except that the main difference is that degradability of the
channel is not required.

In the interception model, the converse proof for R’ (Equation (5.56)) relied crucially
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on the degradedness condition:
R < I(K'Gl; B"|K), — I(K'G; E" K ).
so that the difference
(G B"|K)w — I(G; E"|K)w 2 0

could be dropped (non-negative).
However, in the passive model, Eve cannot have G'%, so this penalty term is entirely

absent. The bound on R’ becomes:
R < I(K’G%;B"\K)w

which can be established without assuming degradedness.
Thus, the converse proof applies to all channels, and we immediately get the regu-

larized capacity formula:

Rpp pax(NE™).

3\}—‘

[o.¢]
Cpe-parNV U

This concludes the proof sketch and technical distinction between the passive and

interception models.
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Chapter 6

Conclusion and Future Directions

We study secure communication with unreliable entanglement assistance. Alice wishes
to send a secret message to Bob, while exploiting pre-shared entanglement assistance.
In our setting, the assistance is unreliable due to one of two reasons: Interception
or loss. In the interception model, Eve may steal the entanglement assistance (see
Figure 3.1(b)). Whereas, loss implies that Eve is passive and the assistance may get
lost to the environment (see Figure 4.1(b)). Our present work continues the line of
research that started with [7] and [57] on unreliable entanglement assistance. However,
the previous works [7, 57] did not include security concerns.

Here, we derive achievable rate regions for both the interception and loss models,
under a maximal error criterion and semantic security requirements. Furthermore, for
the interception model, we establish a multi-letter capacity formula for the special case
of degraded channels, while in the passive model, a multi-letter expression is obtained
for general quantum wiretap channels.

In the interception model, the guaranteed rate bound includes both Eve’s system
E and Bob’s entangled resource Gp (see (3.10)), which reflects Eve’s access to the
entanglement assistance if she succeeds to intercept the resource. On the other hand,
in the passive eavesdropper model, the guaranteed rate bound does not involve the
entangled resource G (see (4.2)), as the assistance is beyond Eve’s reach.

Moreover, the bound on the excess rate, in the passive model, does not include
Eve’s system at all (see (4.2)), i.e., secrecy does not entail a rate reduction. This is
expected because given reliable entanglement assistance, Alice and Bob can secure a
shared key, and apply the one-time pad encryption to the excess message.

As an example, we consider the erasure channel and the amplitude damping channel.
For the erasure channel, time division is optimal. This is “good news” from a practical
perspectives, as time division is much easier to implement. We observe that in general,
time division is impossible if Eve can actively intercept Bob’s entanlged resource, since
Alice’s operations on her share of the entanglement could leak information on the
guaranteed information. For the amplitude damping channel, the boundary of our

achievable region is disconnected in agreement with this property. In the passive model,
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on the other hand, our encoding scheme outperforms time division.

Some questions still remain open, as we do not have a full understanding of the
behavior of the capacity region, its convexity properties, and the type of entanglement
that allows positive guaranteed rate under interception. Furthermore, while we have
presented a regularized characterization, a single-letter capacity formula for the class
of degraded channels could lead to further insights.

From a broader perspective, it would be interesting to explore unreliable entangle-
ment assistance beyond the setting of point-to-point or broadcast communication. This
includes multi-user communication scenarios, as well as other information-theoretic
tasks that may benefit from entanglement assistance, such as coordination, secret-key
generation (e.g., QKD), and more.

Finally, investigating the experimental implications of unreliable entanglement presents

another compelling research direction.
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Appendix A

Packing Lemma and Covering

Lemma Properties

This appendix provides further details and supporting arguments for the information-
theoretic tools used in the main achievability proof in Sec. 5.1. Specifically, we verify
the conditions required for applying the quantum packing lemma and quantum covering
lemma. These results justify the claims regarding reliable decoding and security in the

presence or absence of entanglement assistance, as used in Sec. 5.1.

A.1 Packing Lemma with Entanglement Assistance

To justify the statement in the main text, we apply the quantum packing lemma in the
presence of entanglement assistance. Fix a codeword ™ € X", and define the ensemble

{pyg’fgg }, with expected density operator

’YGF n
Let II be the projector onto the J-typical subspace of ﬁgzlgg, and IL, the projector

associated with the codeword ,073’523. Using standard typicality arguments and results
from [7, Appendix II], the following bounds hold:

Tr(Ilp) > 1 — 2e2(0), (A1)
TH(ILp) > 1— e5(6), (A.2)
Tr(IL,) < 2" n(H(BG2|X)+ea(9)) (A.3)
IIpII < 2~ MHBIX)+HH (G2 X)—es(0))7T, (A.4)

These bounds ensure that the requirements of the packing lemma in 1.8.1 are satis-

fied. Hence, there exists a decoding POVM {Y,,/ s~ } with vanishing average error,
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provided the rate satisfies

R + R} < I(Go; B|X),, — 2.

A.2 Covering Lemma Properties

Now, we apply the tools of typical projectors to prove the properties of the quan-
tum covering lemma. In the achievability proof, we establish two indistinguishability

bounds, which are achieved using the quantum covering lemma [73] Lemma 2.7.1.

A.2.1 Guaranteed information indistinguishability bound

To show the indistinguishability bound in Eq.(5.27), for the guaranteed information,

we apply the quantum covering lemma [73], Lemma 2.7.1, with the ensemble below,

{px~ (xn)ijxzzcg}xne/\f" . (A.5)

and the following typical projectors,

IT = 1" (wpncy) (A.6)
I = I (wpnay |2") - (A.7)

Based on standard typical projectors properties (see Section 1.1.5), there exists A > 0
such that

Tr(Mwgy, ) > 1—e M, (A.8)
Tr(Mpnwie, ) > 1—e ", (A.9)
Tr(IT) < 2MH(EG2)utes) (A.10)
™ —n(H(EG2|X)w—¢s)
HxnwEnGgHmn < 2 2 4 Hxn . (All)
Thus, by the quantum covering lemma, for every m € {1,...,2"%} and sufficiently
large n,
Pr (A5,(%) > e—%”) < exp{—2n(Fo-I(XilGa)omes) | (A.12)

We have thus shown that Eq.(5.27) in the main proof holds.

A.2.2 Excess information indistinguishability bound

Next, we prove the indistinguishability bound in Eq.(5.31) in the main proof, for the

excess information.
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Recall that given a fixed z™ = 2" (m, k), we consider the uniform ensemble,

1
[l = wibitg ) (A1)
‘ -'En‘ ’yEF n
with the average state,
CEngp = > pE"G”' (A.14)
|FJ? ‘ yelzn

In addition, we define the code projectors in terms of the J-typical projectors and

the encoding unitary:

I = I (wpae™) © TS (wey [2), (A.15)
IL, = (I @ UT (1) (wenag |2 (I @ U* (7)), (A.16)

where wgn and wgyp are the reduced states of wgngp . In order to apply the quantum
covering lemma, we need to show that there exists u > 0 such that the following

properties hold:

T > 1— e, (A.17)
Tr(IL, phiigy) > 1— e, (4.18)

Te(IT) < 27 (H(EPX)ut H(G X )utes) (A.19)
Hyp}yjffggﬂ < 9-n(H (EGQlX)w*ﬂS)H’Y' (A.20)

The first three arguments are similar to those in [91, Appendix II], while establishing
(A.20) is more involved in our setting. For completeness, we give the details for all

properties below.

We begin with the second property, in (A.18). Observe that
Te{ phy Tl }
=T {1 U (N)whney (1 U ()
(1 UT (NI (wenagla™) (1 UT (1)}
= Tr{(1® UT (7)) wny 115" (wimagla™) (1 @ U (4)) }
= Tr{whny I8 (wencyla™) |

>1-— %% (A.21)

for sufficiently large n. The first equality follows from substituting the expressions for

pﬂg;ffgg from Eq. (60) in the main manuscript, and for IL, in (A.16). The second equality
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holds since U*(y) = (U*(y))~!, the third holds due to the trace cyclic property, and
the inequality is due to the conditional typical projector property in (1.50).

The third property, in (A.19), immediately follows from the dimension bound in
(1.51).

Now, we prove the first property, in (A.17). To this end, we express the projector

IT in terms of the complementary projectors below,

1 (wn[2™) = 1 — T (wpn [27)) (A.22)
I (wag|2™) = 1 — 10§ (wagla™)) . (A.23)

Then,
I = I (wpn ™) @ T (weg |27

= (1~ 0§ (werl2™) @ (1 - 1§ (wyla"))

=101 - (wenlz™) @1 - 1@ 1 (wey|a™)

+ 1157 (wpe|2) © T (weg2™)

> 101 -1 (wpnlz) @ 1 — 1@ 11 (wey ") (A.24)
where the first equality holds by the definition of IT in (A.15), and the second by
(A.22)-(A.23).

Therefore,

T { piey T} = Tr{ (1 © U (3))whngy (1 @ U* (1)1}

> Tr{(1 @ U (7))whay 12U (7)) - (1@ 1)}

~ Te{ (1 © U (7))whney (18 U*(7)

(1§ (wpn|2™) 2 1) }

~Te{(1® U (7))whney (1© U*(7)

(1@ I (way|e™) } - (A.25)

By the trace cyclic property, the first trace term equals Tr(w%nngg) =1, and the second

is

Tr(wny 15" (wenla™) = 1 = Tr(whney 11 (Wpn 7))

IN

1_
1 A.26
566 (A.26)

where the inequality holds by (A.21). Similarly, the last trace term in (A.25) is bounded
by 1e. Substituting those terms in (A.25) yields the desired bound (A.17).
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It remains to show the last bound, in (A.20). Observe that

vayéfz;gnv

= (10 UT () (pnayla™) (1 @ U*(7))

10 UT(7))wnay (1@ U*(7))

10 UT (1) (wenay2) (1 ® U*(7))
=(1oUTH))- H((s”) (wEnggkc”)wg;GQHgn) (wengplz™)

(Lo U (7)) (A.27)

(
(

where the last equality holds since U”(y) = (U*())~!. Based on the properties of

conditional typical projectors,

I (wpn g 2" whnap I (wpncg 2")

< 27 HECIX)w =) [ (g ™) (A.28)
(see (1.52) in Sec. 1.1.5). Thus,

H’ypggGQH’Y

< 9 H(EG2X)w—co) (1 @ UT ()

Sl (werap|z™) (1@ U™ (7))

= 9~ (H(BG2|X)w—co) (A.29)

where the last equality follows the definition of II, in (A.16), thus proving (A.20). We
have thus proved the covering lemma conditions, (A.17)-(A.20), which imply Eq. (5.31)
in the main proof.

This concludes the proof for the indistinguishability bounds, for both the guaranteed

information and the excess information.
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