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Abstract

Communication over a fully-quantum relay channel is considered. We establish three bounds that are based on different
coding strategies, i.e., partial decode-forward, measure-forward, and assist-forward. Using the partial-decode forward strategy,
the relay decodes part of the information, while the other part is decoded without the relay’s help. The result by Savov et al.
(2012) for the special case of a classical-quantum relay channel is obtained as a special case. Based on our partial-decode forward
bound, the capacity is determined for Hadamard relay channels. In the measure-forward coding scheme, the relay performs a
sequence of measurements, and then sends a compressed representation of the measurement outcome to the destination receiver.
The measure-forward strategy can be viewed as a generalization of the classical compress-forward bound. At last, we consider
quantum relay channels with orthogonal receiver components. The assist-forward bound is based on a new approach, whereby
the transmitter sends the message to the relay and simultaneously generates entanglement assistance between the relay and the
destination receiver. Subsequently, the relay can transmit the message to the destination receiver with rate-limited entanglement
assistance.

I. INTRODUCTION

Relaying plays a crucial role in enabling long-range communication. For example, in free-space optics systems, the
transmission distance is limited by atmospheric conditions, including absorption, scattering, and atmospheric turbulence [1].
Attenuation in optical fibers poses a significant challenge as well. By dividing a communication link into two segments and
placing a relay terminal between them, one can rectify problems such as photon loss and operation defects [2]. Relaying is
thus considered a promising and effective solution [3]. Optimists view this solution as a key step toward quantum-enabled 6G
communication [4]. Furthermore, in the long-term vision of an ad-hoc network of the quantum Internet [5], any node could
act both as a transceiver of data and as a relay for other transmissions [6].

Cooperation in quantum communication networks has become a major focus of study in recent years, driven by advances in
both experimental techniques and theoretical insights [7–11]. Entanglement is a valuable resource in network communication
[12]. In the point-to-point setting, entanglement assistance between the transmitter and the receiver can significantly increase
throughput [13], even if the resource is noisy [14] or unreliable [15]. Entanglement assistance has recently been considered
under the security requirements of secrecy [16–18] and covertness [19–21] as well. In multi-user networks, entanglement
between transmitters can also increase achievable rates for classical multiple-access channels [22–24], and yet entanglement
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Fig. 1. A three-terminal relay network.
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Fig. 2. Coding for a fully quantum relay channel NAD→BE . The quantum systems of Alice, Bob, and the relay are marked in red, blue, and brown,
respectively.
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between receivers does not improve neither achievable rates [25], nor error probabilities [26], for broadcast channels. The
three-terminal relay channel in Figure 1 is a fundamental unit in user cooperation as well [27], and it can also be used in order
to generate entanglement [28].

In a multi-hop network, there are multiple rounds of communication, and thus, synchronization is important [29, 30]. Suppose
that the operation is governed by a central clock that ticks n times. Between the clock ticks i−1 and i, the sender and the relay
transmit the channel inputs Ai and Di, respectively. See Figure 2. Then, at clock tick i, the relay and destination receivers
receive the channel outputs Ei and Bi. This requires a small delay before reception to ensure causality. The classical channel
model was originally introduced by van der Meulen [31] as a building block for multi-hop networks [32].

Savov et al. [33, 34] considered classical-quantum (c-q) relay channels and derived a partial decode-forward achievable rate
for the transmission of classical information. In the c-q case, both Ai and Di are classical. Boche et al. [35] considered a
c-q model of two-phase bidirectional relaying. Communication with the help of environment measurement can be modeled
by a quantum channel with a classical relay in the environment [36]. Considering this setting, Smolin et al. [37] and Winter
[38] determined the environment-assisted quantum capacity and classical capacity, respectively. Furthermore, Ding et al. [39]
established the cutset, multihop and coherent multihop bounds on the capacity of the c-q relay channel. To the best of our
knowledge, a fully quantum channel was not considered.

Network settings with causality aspects often require block Markov coding [40], where the transmitter sends a sequence of
blocks and each block transmission encodes descriptions that are assoicated with the current and previous blocks. Quantum
versions of block Markov coding were previously used for c-q relay channels [33, 34], communication with parameter estimation
at the receiver [41], and quantum cribbing between transmitters [42].

Sending quantum information is outside the scope of the present work, as we focus here on the classical task of sending a
classical message. Nonetheless, we note that in order to distribute entanglement and send quantum information, the quantum
relay would need to operate as a quantum repeater [43]. Pereg et al. [25] addressed transmission of quantum information via
a primitive relay channel, with a noiseless qubit pipe from the relay to the destination receiver, and provided an information-
theoretic perspective on quantum repeaters. Other relay channel models for quantum repeaters can also be found in [44–48].

We consider the transmission of messages via a fully quantum relay channel. As opposed to previous work [33–35, 39], the
channel is fully quantum. We establish three bounds that are based on different coding strategies, i.e., partial decode-forward,
measure-forward, and assist-forward. Using the partial-decode forward strategy, the relay decodes part of the information,
while the other part is decoded without the relay’s help. Based on our partial-decode forward bound, we determine the capacity
for the special class of Hadamard relay channels. We also recover the result by Savov et al. [33] for the special case of a
c-q relay channel. In the measure-forward coding scheme, the relay performs a sequence of measurements, and then sends
a compressed representation of the measurement outcome to the destination receiver. The measure-forward strategy can be
viewed as a generalization of the classical compress-forward bound due to Cover and El Gamal [49]. At last, we consider
quantum relay channels with orthogonal receiver components. The assist-forward bound is based on a new approach, whereby
the transmitter sends the message to the relay and simultaneously generates entanglement assistance between the relay and the
destination receiver. Subsequently, the relay can transmit the message to the destination receiver with rate-limited entanglement
assistance. We demonstrate our results by computing a closed-form lower bound for a depolarizing relay channel.

The paper is organized as follows. In Section II, we give preliminary definitions and present the channel model. Section III
provides the coding definitions for communication with strictly causal quantum relaying. In Section IV, we present our main
results, including the partial decode-forward, measure-forward, and assist-forward bounds. In Section V, we give examples.
Section VI concludes with a summary and discussion. The analysis is given in the appendix. Appendix A provides information-
theoretic tools. In Appendices B through E, we derive the partial decode-forward, measure-forward, and assist-forward bounds,
with Appendix C addressing Hadamard relay channels.

II. DEFINITIONS AND CHANNEL MODEL

A. Notation, States, and Information Measures

We use the following notation conventions. Script letters X ,Y,Z, ... are used for finite sets. Lowercase letters x, y, z, . . .
represent constants and values of classical random variables, and uppercase letters X,Y, Z, . . . represent classical random
variables. The distribution of a random variable X is specified by a probability mass function (pmf) pX(x) over a finite set X .
We use xj = (x1, x2, . . . , xj) to denote a sequence of letters from X . A random sequence Xn and its distribution pXn(xn)
are defined accordingly.

A quantum state is described by a density operator ρ on the Hilbert space H. The dimensions are assumed to be finite.
We denote the set of all such density operators by D(H). The probability distribution of a measurement outcome can be
described in terms of a positive operator-valued measure (POVM), i.e. a set of positive semidefinite operators {∆j}, such that∑

j ∆j = 1, where 1 is the identity operator. According to the Born rule, if the system is in state ρ, then the probability of
the measurement outcome j is given by Pr(j) = Tr(∆jρ).
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Fig. 3. A diagram of the quantum relay channel: The transmitters at the sender and the relay are labeled as A and D, and the receivers at the destination
and the relay as B and E, respectively.

Define the quantum entropy of the density operator ρ as H(ρ) ≡ −Tr[ρ log(ρ)], which is the same as the Shannon entropy
associated with the eigenvalues of ρ. Consider the state of a pair of systems A and B on the tensor product HA ⊗HB of the
corresponding Hilbert spaces. Given a bipartite state ρAB , define the quantum mutual information as

I(A;B)ρ = H(ρA) +H(ρB)−H(ρAB) . (1)

Furthermore, conditional quantum entropy and mutual information are defined by H(A|B)ρ = H(ρAB) − H(ρB) and
I(A;B|C)ρ = H(A|C)ρ +H(B|C)ρ −H(AB|C)ρ, respectively. The coherent information is then defined as

I(A⟩B)ρ = −H(A|B)ρ . (2)

B. Channel Model
We consider a fully-quantum relay channel as a model for the three-terminal network in Figure 1. A quantum relay channel

is a completely-positive trace-preserving (CPTP) map, NAD→BE , where A, D, B, and E are associated with the sender
transmitter, the relay transmitter, the destination receiver, and the relay receiver, respectively. See Figure 3. We assume that
the channel is memoryless. That is, if the systems An = (A1, . . . , An) and Dn = (D1, . . . , Dn) are sent through n channel
uses, then the input state ρAnDn undergoes the tensor product mapping

NAnDn→BnEn ≡ (NAD→BE)
⊗n . (3)

The communication setting will be defined in Section III such that the relay encodes in a strictly causal manner. That is, the
relay transmits Di at time i, and only then receives Ei.

C. Special Cases
We will also discuss the special class of degraded relay channels. Intuitively, if a relay channel is degraded, then the output

of the destination receiver is a noisy version of that of the relay. In practice, this is typically the case, since the relay is an
intermediate station between the transmitter and the destination receiver.

Let MAD→E denote the marginal channel to the relay, and LAD→B to the destination receiver:

MAD→E = TrB ◦ NAD→BE , (4)
LAD→B = TrE ◦ NAD→BE . (5)

Definition 1 (Degraded relay channel). A quantum relay channel NAD→BE is called degraded if there exists a degrading
channel PE→B such that the marginals satisfy the following relation,

LAD→B = PE→B ◦MAD→E . (6)

In this case, we say that Bob’s channel LAD→B is degraded with respect to the relay’s channel, MAD→E .
We also introduce the definition of a Hadamard relay channel. In this case, the relay receives a classical observation Y1,

which can be interpreted as a measurement outcome.
Definition 2. A Hadamard relay channelN H

AD→BY1
is a quantum-quantum-quantum-classical relay channel that is also degraded,

i.e.,

LAD→B = PY1→B ◦MAD→Y1 (7)

where Y1 is classical.
Intuitively, if a relay channel is degraded, then the output state of the destination receiver is a noisy version of that of

the relay. For a Hadamard relay channel N H
AD→BY1

, the relay can be viewed as a measure-and-prepare device. The marginal
channel MAD→Y1 acts as a measurement device, while the degrading channel PY1→B corresponds to state preparation.

In this case, Bob’s channel LAD→B is said to be entanglement-breaking [50]. The map N H
AD→BY1

can also be viewed as
a Hadamard broadcast channel [25, 51], where Bob and the relay are interpreted as two receivers.
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III. CODING

We consider a fully quantum relay channel NAD→BE . Below, we define a code for the transmission of classical information
via the quantum relay channel. The relay serves the purpose of assisting the transmission of information from Alice to Bob.
Definition 3. A (2nR, n) classical code for the quantum relay channel NAD→BE consists of the following:

• A message set [1 : 2nR], where 2nR is assumed to be an integer,
• an encoding map FM→An : [1 : 2nR]→ D(H⊗n

A ),
• a sequence of strictly-causal relay encoding maps Γ(i)

Ei−1Ēi−2→Ēi−1Di
: D(H⊗(i−1)

E )→ D(H⊗(i−1)
E ⊗HD), for i ∈ [1 : n],

• a decoding POVM {∆m} on H⊗n
B , where the measurement outcome m is an index in [1 : 2nR].

We denote the code by (F ,Γ,∆).
The communication scheme is depicted in Figure 2. The systems An and Dn represent the transmissions by the sender and

the relay, respectively. Whereas, En and Bn are the received outputs at the relay and the destination receiver, respectively.
Alice selects a uniform message m ∈ [1 : 2nR] that is intended for the destination receiver, Bob. She encodes the message by
applying the encoding map FM→An , and transmits the systems An over n channel uses.

At time i, the relay applies the encoding map Γ
(i)

Ei−1Ēi−2→Ēi−1Di
to Ei−1, Ē

i−2, and then receives Ei, for i ∈ [1 : n]. The
system Ēi−1 can be viewed as a “leftover" of the encoding operation at time i. Specifically, at time i = 1, we have

ρ
(m)
AnD1

= FM→An(m)⊗ Γ
(1)
E0→D1

(1) , (8)

where E0 is a degenerate system of dimension 1. We now split An into A1 and An
2 ≡ (Ai)i≥2. Then, the relay receives E1

in the state

ρ
(m)
B1E1An

2
=
(
NAD→BE ⊗ idAn

2

)
(ρ

(m)
A1D1An

2
) . (9)

At time i = 2, the relay encodes D2 by

ρ
(m)

Ē1D2An
2 B1

=
(
Γ
(2)

E1→Ē1D2
⊗ idAn

2 B1

)
(ρ

(m)
E1An

2 B1
) , (10)

where Ē1 is a leftover that can be used in subsequent steps. The relay receives E2 in the state

ρ
(m)

B2E2An
3 B1Ē1

= (NAD→BE ⊗ idAn
3 B1Ē1

)(ρ
(m)

A2D2An
3 B1Ē1

) . (11)

This continues in the same manner. At time i = n, the relay encodes by

ρ
(m)

Ēn−1DnAnBn−1 =
(
Γ
(n)

En−1Ēn−2→Ēn−1Dn
⊗ idAnBn−1

)
(ρ

(m)

En−1Ēn−2AnBn−1) , (12)

and then,

ρ
(m)

BnEnĒn−1 = (NAD→BE ⊗ idBn−1Ēn−1)(ρ
(m,s)

AnDnBn−1Ēn−1) . (13)

Thus, the output state at the destination receiver is the reduced state, ρ(m)
Bn = TrEnĒn−1

(
ρ
(m)

BnEnĒn−1

)
.

Bob receives the channel output system Bn, performs the measurement {∆m}, and obtains an estimate m̂ ∈ [1 : 2nR] of
Alice’s message, as the measurement outcome. The average probability of error of the code (F ,Γ,∆) is given by

P (n)
e (F ,Γ,∆) = 1− 1

2nR

2nR∑
m=1

Tr(∆mρ
(m)
Bn ) . (14)

A (2nR, n, ε) code for the quantum relay channel satisfies P (n)
e (F ,Γ,∆) ≤ ε. A rate R ≥ 0 is called achievable if for every

ε, δ > 0 and sufficiently large n, there exists a (2n(R−δ), n, ε) code. Equivalently, R is achievable if there exists a sequence
of codes at rate R− δ such that the average probability of error tends to zero as n→∞, where δ > 0 is arbitrarily small.

The capacity of the quantum relay channel C(N ) is defined as the supremum of achievable rates.
Remark 1. The relay is only required to assist the transmission of information to Bob, and does not necessarily decode any
information. In particular, we will later introduce a measure-forward strategy where the relay does not decode information at
all. See Section IV-B below.
Remark 2. The code definition above for the quantum setting is somewhat more involved than in previous work [33–35, 39],
since we need to account for the post-operation state at the relay in each time instance. That is, the relay encoding at time i
affects the state of Ei−1, as well as the previous outputs. As mentioned above, the system Ēi−1 can be viewed as a “leftover"
of the relay encoding at time i. This leftover can be used in subsequent steps, at time j > i. For example, if the relay performs
a sequence of measurements, then Γ(i) are quantum instruments such that Ēi−1 is the post-measurement system, while Di

stores the measurement outcome. In the classical setting, Ēi−1 is simply a copy of the previously received observations at the
relay.
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IV. MAIN RESULTS

Now, we give our results on the quantum relay channel NAD→BE . We will establish achievable rates that are based on
different coding strategies. We will also discuss special cases in which those strategies achieve the capacity of the quantum
relay channel.

A. Partial Decode-Forward Strategy

In the partial decode-forward strategy, the relay decodes part of the information, while the other part is decoded without the
relay’s help. Our derivation can be viewed as a quantum version of the classical coding strategy, under the same name [49].
Let

RPD-F(N ) ≡ max
pUX0X1

, θ
x0
A ⊗ζ

x1
D

min

{
I(X0X1;B)ω , I(U ;E|X1)ω + I(X0;B|X1U)ω

}
(15)

where the maximum is over the set of all probability distributions pUX0X1
(u, x0, x1) and product state collections {θx0

A ⊗ζx1

D },
with

ωUX0X1BE =
∑

(u,x0,x1)∈U×X0×X1

pUX0X1
(u, x0, x1) |u⟩⟨u| ⊗ |x0⟩⟨x0| ⊗ |x1⟩⟨x1| ⊗ NAD→BE(θ

x0

A ⊗ ζx1

D ) . (16)

Remark 3. The random variable U represents the information that is decoded by the relay, which gives rise to the mutual
information term I(U ;E|X1). The other terms are associated with the decoding at the destination receiver.

Remark 4. Taking U to be null, we obtain the direct-transmission lower bound:

RPD-F(N ) ≥ max
pX0

, θ
x0
A ⊗|ζD⟩⟨ζD|

I(X0;B)ω . (17)

As expected, the direct-transmission lower bound is the Holevo information [52]. To achieve this bound, the relay does not
need to decode anything. On the other hand, by taking U = X0, we obtain

RPD-F(N ) ≥ max
pX0X1

, θ
x0
A ⊗ζ

x1
D

min

{
I(X0X1;B)ω , I(X0;E|X1)ω

}
. (18)

This bound is achieved through a full decode-forward coding strategy, where the relay decodes the entire information. As can
be seen in the formula, this induces a bottleneck behavior.

Our first capacity result is given in the theorem below.

Theorem 1. The capacity of the quantum relay channel NAD→BE satisfies

C(N ) ≥ RPD-F(N ) . (19)

The proof of Theorem 1 is given in Appendix B. Next, we consider three special classes.
1) Classical-quantum channel: As a special case, we recover the result by Savov et al. [33], for a classical-quantum channel.

Here, the transmissions A and D are replaced by classical transmissions, X and X1, respectively.

Corollary 2 (see [33, Th. 1]). For a classical-quantum relay channel NXX1→BE ,

C(N ) ≥ max
pUXX1

min

{
I(XX1;B)ω , I(U ;E|X1)ω + I(X;B|X1U)ω

}
. (20)

where the maximum is over the set of all probability distributions pUXX1
(u, x, x1), with

ωUXX1BE =
∑

(u,x,x1)∈U×X×X1

pUXX1
(u, x, x1) |u⟩⟨u| ⊗ |x⟩⟨x| ⊗ |x1⟩⟨x1| ⊗ NXX1→BE(x, x1) . (21)

Remark 5. In particular, one may consider the trivial case of an anti-degradable channel. Suppose that there exist reversely-
degrading channels {P̄(x1)

B→E} such that

MXX1→E(x, x1) =
(
P̄(x1)
B→E ◦ LXX1→B

)
(x, x1) (22)

for all input pairs (x, x1). Intuitively, the direct channel to the destination receiver is better than the channel to the relay, and
thus, the relay is useless. As expected, the capacity is

C(N ) = max
x1∈X1

max
pX

I(X;B|X1 = x1)ω . (23)

Achievability follows by taking U to be null in (20) (see Remark 4). The converse proof is straightforward as well, based on
standard arguments.
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2) Hadamard relay channel: Now, suppose the encoder and the relay both have quantum transmissions, A and D,
respectively, and the decoder receives a quantum system B. However, the relay receives a classical observation Y1, which
can be interpreted as a measurement outcome. Recall from Subsection II-C, that a Hadamard relay channel is also degraded.
In this case, the relay can be interpreted as a measure-and-prepare device.

Theorem 3. The capacity of a Hadamard relay channel NAD→BY1
, as in Definition 2, is given by

C(N ) = max
pX0X1

, θ
x0
A ⊗ζ

x1
D

min

{
I(X0X1;B)ω , I(X0;Y1|X1)ω

}
(24)

where the maximum is as in (15).

The proof for Theorem 3 is given in Appendix C. Essentially, Theorem 3 says that the full decode-forward strategy is
optimal (see Remark 4). That is, the capacity is achieved when the relay decodes the entire information. This is intuitive since
for a Hadamard relay channel, the relay’s channel is better than Bob’s channel.

3) Stinespring Dilation: Suppose that the quantum relay channel NAD→BE is a Stinespring dilation of the channel LAD→B

to Bob, and thus the channel MAD→E to the relay is a complementary channel to LAD→B . This means that the quantum
relay channel can be represented by an isometry V : HA → HB ⊗HE . The relay’s system E can then be viewed as Bob’s
environment. Furthermore, the full decode-forward bound yields the bound

C(N ) ≥ max
pX0

, |θx0
A ⟩⊗|ζD⟩

min

{
H(B)ω , H(E)ω

}
(25)

which resembles the environment-assisted distillation rate in [37, Th. 1] (see [38] as well).

B. Measure-Forward Strategy

We introduce a new coding scheme, where the relay performs a sequence of measurements, and then sends a compressed
representation of the measurement outcome. The relay does not decode any information in this coding scheme. This can be
viewed as a quantum variation of the classical “compress-forward coding" approach [49]. Let

RM-F(N ) ≡ max I(X0;Z1B|X1)ω (26)

where the maximum is over the set of all product ensembles {pX0 , θ
x0

A } ⊗ {pX1 , ζ
x1

D }, POVM collections GE→Y1 = {Γy1},
and classical channels pZ1|X1Y1

that satisfy

I(Z1;Y1|X1B)ω ≤ I(X1;B)ω (27)

for

ω
(x0,x1)
BE = NAD→BE(θ

x0

A ⊗ ζx1

D ) , (28)

ω
(x0,x1)
BY1Z1

=
∑

y1∈Y1

[
TrE

{
(1⊗ Γy1

)ω
(x0,x1)
BE

}
⊗ |y1⟩⟨y1| ⊗

∑
z1∈Z1

pZ1|X1Y1
(z1|x1, y1) |z1⟩⟨z1|

]
, (29)

ωX0X1BY1Z1
=

∑
(x0,x1)∈X0×X1

pX0
(x0)pX1

(x1) |x0⟩⟨x0| ⊗ |x1⟩⟨x1| ⊗ ω(x0,x1)
BY1Z1

. (30)

Remark 6. Intuitively, the formula for RM-F(N ) above can be interpreted as follows. Given x0 and x1, the encoder and the
relay prepare θx0

A and ζx1

D , respectively. This results in the output state ω(x0,x1)
BE in (28). The relay receives E and performs a

measurement, which yields Y1 as an outcome. See (29). The measurement outcome is then compressed and encoded by Z1.
Roughly speaking, we interpret nI(Z1;Y1|X1B)ω as the number of information bits that are obtained from the measurement

compression operation, while the number of information bits that the relay can send through the channel to Bob is below
nI(X1;B)ρ. This limitation is reflected through the maximization constraint in (27).

Our measure-forward result is given below.

Theorem 4. The capacity of the quantum relay channel NAD→BE satisfies

C(N ) ≥ RM-F(N ) . (31)

The proof of Theorem 4 is given in Appendix D.
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C. Assist-Forward Strategy

We introduce a new approach, whereby Alice simultaneously sends the message to the relay and generates entanglement
assistance between the relay and Bob. Subsequently, the relay communicates the message to Bob using rate-limited entanglement
assistance. We consider a quantum relay channel with orthogonal receiver components (ORC), where Bob’s output has two
components, i.e., B = (B1, B2), and the quantum relay channel NAD→B1B2E has the following form:

NAD→B1B2E =MA→B1E ⊗ PD→B2 . (32)

Remark 7. In words, the quantum relay channel NAD→B1B2E above is a product of two channels, a broadcast channel
MA→B1E from the sender to the relay and the receiver, and a direct channel PD→B2

from the relay to the receiver. The relay
channel is referred to as having ORC due to this decoupling.

Consider the broadcast channelMA→B1E from the sender to the relay and the receiver. Given an ensemble {pX1
, θx1

G0G1A
},

let

Q(M, θ) ≡ min {I(G0⟩B1X1)θ , I(G1⟩EX1)θ} . (33)

Moving to the quantum relay channel NAD→B1B2E with ORC, define

RA-F(N ) ≡ max
θ⊗ζ

min {I(X1;E)θ , I(X2G2;B2)ζ , I(X2;B2)ζ + I(G2⟩B2X2)ζ +Q(M, θ)} . (34)

The maximum is over the set of all product ensembles {pX1 , θ
x1

G0G1A
} ⊗ {pX2 , ζ

x2

G2D
}, with

θX1G0G1B1E =
∑

x1∈X1

pX1(x1) |x1⟩⟨x1| ⊗ (idG0G1 ⊗MA→B1E)(θ
x1

G0G1A
) , (35)

and

ζX2G3B2
=
∑

x2∈X2

pX2
(x2) |x2⟩⟨x2| ⊗ (idG2

⊗ PD→B2
)(ζx2

G2D
) . (36)

Remark 8. The formulas for Q(M, θ) and RA-F(N ) above are interpreted as follows. The input to the broadcast channel
MA→B1E is chosen from the ensemble {θx1}. Alice can send the message to the relay in this manner at rate R < I(X1;E)θ.
Alice also generates entangled pairs, Gn

0 and Gn
1 . She simultaneously uses the broadcast channel MA→B1E to distribute the

entanglement between Bob and the relay, respectively. The entanglement rate is roughly Q(M, θ), as in (33). In the subsequent
block, the relay and Bob perform an entanglement-assisted communication protocol, using the entanglement resources that
were generated in the previous block. This requires both R < I(X2G2;B2)ζ and R < I(X2;B2)ζ+I(G2⟩B2X2)ζ+Q(M, θ),
based on Shor’s result [53] on rate-limited entanglement assistance.

Our assist-forward result is given below.

Theorem 5. Consider a quantum relay channel with ORC, B1 and B2, as in (32). The capacity of such a channel satisfies

C(N ) ≥ RA-F(N ) . (37)

The proof is given in Appendix E combining four fundamental techniques in quantum information theory:

1) block Markov coding,
2) constant-composition coding,
3) rate-limited entanglement assistance, and
4) broadcast subspace transmission,

due to Cover et al. [49], Winter [54], Shor [53], and Dupuis et al. [55], respectively.

Remark 9. Intuitively, our result suggests that even if the relay channel is particularly noisy, hence the entanglement rate
Q(M, θ) is small, the relay can still be useful.

Remark 10. Earlier, we highlighted that if a classical-quantum relay channel is anti-degraded, then direct transmission is
optimal. See Remark 5. Intuitively, the relay is useless in this case. This may appear to contradict Remark 9. However, the
conclusion in Remark 9 only applies under the following conditions: (i) Alice can generate entanglement between the relay and
the receiver. (ii) The direct relay-receiver channel PD→B can benefit from entanglement assistance. In contrast, both conditions
do not apply to a classical-quantum channel.
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sender destination

relay

A1

1 qubit

B1

A0

3
qu
bi
ts

E X2

1
bit

Y2

Fig. 4. A graphical representation for the noiseless relay channel in Example 1. Alice can transmit three qubits to the relay, from A0 to E, and a single
qubit to Bob, from A1 to B1. The relay can send a single classical bit to Bob, from X2 to Y2.

V. EXAMPLES

We give two examples to illustrate our results.

Example 1 (Wired network). We begin with a trivial example, where the assist-forward strategy achieves capacity. The model
below is appropriate for a wired network of optical fibers [30]. Suppose that Alice and Bob’s systems A and B each comprises
two components, A = (A0, A1) and B = (B1, Y2), where A0, A1, and B1 are quantum, whereas Y2 is classical. Furthermore,
suppose that the relay sends a classical transmission, D ≡ X2. We consider a noiseless relay channel with a graphical
representation as in Figure 4,

NA0A1X2→B1Y2E = idA1→B1
⊗ idX2→Y2

⊗ idA0→E (38)

where A1 and B1 are qubits, X2 and Y2 are classical bits, and A0 and E are of dimension eight (each consists of three qubits).
This yields the capacity value

C(N ) = RA-F(N ) = 2 . (39)

Using the assist-forward approach, Alice sends her 2-bit message to the relay and also generates an EPR pair between the
relay and Bob. Subsequently, the relay communicates the message to Bob using the superdense coding protocol.

Of course, the assist-forward strategy is completely unnecessary in this case. Instead, we can use a partial decode-forward
scheme and simply send one bit through the relay and one bit through the direct channel to Bob.

Example 2 (Depolarizing relay channel). Consider a quantum relay channel with ORC, B1 and B2, such that

NAD→B1B2E =MA→B1E ⊗ PD→B2
, (40)

where A, D, B1, B2, E are qubits, and

MA→B1E(ρ) =
1

4

[
ρ⊗ θ0 + (X⊗ X)(ρ⊗ θ0)(X⊗ X)

+ (Y ⊗ Y)(ρ⊗ θ0)(Y ⊗ Y) + (Z⊗ Z)(ρ⊗ θ0)(Z⊗ Z)
]
, (41)

PD→B2(ρ) = (1− q)ρ+ q
1

2
, (42)

with

θ0 = (1− p) |0⟩⟨0|+ p |1⟩⟨1| (43)

where X, Y, Z denote the Pauli operators. We note that the marginal channels MA→B1
and LA→E , to Bob and the relay,

respectively, are both completely depolarizing channels, i.e., MA→B1
(ρ) = LA→E(ρ) =

1

2 for every qubit state ρ ∈ D(HA),
by the Pauli twirl identity [56, Ex. 4.7.3]. Based on the measure-forward bound in Theorem 4, we show that the capacity of
the depolarizing relay channel satisfies

C(N ) ≥ 1− h
(
p ∗ q

2

)
(44)

where h(t) = −(1− t) log(1− t)− t log(t) is the binary entropy function, and α ∗ β = (1− α)β + α(1− β). The analysis is
given in Appendix F. Clearly, without the relays help, the capacity would have been zero.
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VI. SUMMARY AND DISCUSSION

We consider the fully quantum relay channel NAD→BE , where Alice transmits A, the relay transmits D, Bob receives B,
and the relay receives E. When there are multiple rounds of communication, synchronization is important. Suppose that the
operation is governed by a central clock that ticks n times. Between the clock ticks i − 1 and i, the sender and the relay
transmit the channel inputs Ai and Di, respectively. See Figure 2. Then, at clock tick i, the relay and destination receivers
receive the channel outputs Ei and Bi, respectively. This requires a small delay before reception to ensure causality. The
relay is only required to assist the transmission of information to Bob, and does not necessarily decode any information (see
Remark 1). The classical channel model was originally introduced by van der Meulen [31] as a building block for multi-hop
networks [32]. Here, we consider the quantum counterpart.

Our coding definitions in Section III are more involved than in the classical setting. Since the channel is fully quantum,
we need to account for the post-operation state at the relay in each time instance (see Remark 2). That is, the relay encoding
at time i affects the state of Ei−1, as well as the previous outputs. The system Ēi−1 in Section III can thus be viewed as
a “leftover" of the relay encoding at time i. This leftover can be used in subsequent steps, at time j > i. For example, if
the relay performs a sequence of measurements, then at time i, the relay applies a quantum instrument such that Ēi−1 is the
post-measurement system, while Di stores the measurement outcome. In the classical setting, Ēi−1 is simply a copy of the
previously received observations at the relay.

We establish three bounds that are based on different coding strategies, i.e., partial decode-forward, measure-forward, and
assist-forward. Using the partial-decode forward strategy, the relay decodes part of the information, while the other part is
decoded without the relay’s help (Section IV-A). Based on the partial-decode forward bound, we determine the capacity for
the special class of Hadamard relay channels. We also recover the result by Savov et al. [33] for the special case of a classical-
quantum relay channel. Furthermore, we observed that when the relay receives Bob’s entire environment, our results yield a
bound that resembles the environment-assisted distillation rate [37, 38].

The formula for the partial decode-forward bound includes three random variables, X0, X1, and U . Intuitively, the auxiliary
variables are associated with the information sent by the sender, the information sent by the relay, and the information that
is decoded by the relay, respectively (see Remark 3). Taking U to be null, we obtain the direct-transmission lower bound,
i.e., the Holevo information (see Remark 4). In the case of an anti-degraded classical-quantum channel, direct transmission is
optimal. This capacity result is intuitive, since Bob’s channel is better than the relay’s in this trivial case (see Remark 5). On
the other hand, taking U = X0 implies that the relay decodes the entire message, which corresponds to a full decode-forward
strategy (see (18)). This turns out to be optimal for Hadamard relay channels, as established in Thoerem 3.

In the measure-forward coding scheme, the relay does not decode information at all (Section IV-B). Instead, the relay performs
a sequence of measurements, and then sends a compressed representation of the measurement outcome. This generalizes the
classical compress-forward bound [49]. We interpret the formula as follows. The encoder and the relay prepare their input states
using input ensembles that are indexed by X0 and X1, respectively. The relay receives E and performs a measurement, which
yields Y1 as an outcome. The measurement outcome is then compressed and encoded by Z1. Bob receives the output B. Roughly
speaking, the number of information bits that are obtained from the measurement compression operation is nI(Z1;Y1|X1B)ω ,
while the number of information bits that the relay can send through the channel to Bob is below nI(X1;B)ρ. This limitation
is reflected through the maximization constraint, I(Z1;Y1|X1B)ω ≤ I(X1;B)ρ (see Remark 6).

At last, we consider quantum relay channels with orthogonal receiver components (Section IV-C). In this case, Bob’s
output has two components B1 and B2, and the quantum relay channel is a product of two channels, a broadcast channel
from the sender to the relay and the receiver component B1, and a direct channel from the relay to the receiver component
B2. The relay channel is referred to as having orthogonal receiver components due to this decoupling (see Remark 7). The
assist-forward bound is based on a new approach, whereby the transmitter sends the message to the relay and simultaneously
generates entanglement assistance between the relay and the destination receiver. Subsequently, the relay can transmit the
message to the destination receiver with rate-limited entanglement assistance. We interpret the formula for the assist-forward
bound as follows. The input to the broadcast channel is chosen from an ensemble {θx1}. Alice can send the message to
the relay in this manner at rate R < I(X1;E)θ. Alice also generates entangled pairs, Gn

0 and Gn
1 . She simultaneously

uses the broadcast channel to distribute the entanglement between Bob and the relay, respectively. The entanglement rate
is roughly Q = min {I(G0⟩B1X1)θ , I(G1⟩EX1)θ}. In the subsequent block, the relay and Bob perform an entanglement-
assisted communication protocol, using the entanglement resources that were generated in the previous block. This requires
both R < I(X2G2;B2)ζ and R < I(X2;B2)ζ + I(G2⟩B2X2)ζ +Q, based on Shor’s result [53] on rate-limited entanglement
assistance (see Remark 8).

Section V demonstrate our results through two examples. The first is a trivial example that represents a wired network,
where the links are noiseless. We observe that both the partial decode-forward and assist-forward are capacity achieving in
this case. Furthermore, we our measure-forward result in order to compute an achievable rate for a depolarizing relay channel
with orthogonal receiver components.

Attenuation in optical fibers poses a significant challenge for long-distance quantum communication protocols. This limitation
affects current applications such as quantum key distribution [57], and future development of the quantum Internet [58]
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and quantum networks more broadly [12]. Quantum repeaters have emerged as a promising solution by acting as a relay
of quantum information [43]. Here, we addressed the classical task of sending messages through the channel. In order to
distribute entanglement and send quantum information, the quantum relay would need to operate as a quantum repeater [43].
In the model’s simplest form, the sender employs quantum communication to the relay (repeater) in order to generate an EPR
pair |ΦAE⟩ between Alice and the relay. At the same time, the relay generates an EPR pair |ΦDB⟩ with the destination receiver.
Then, the repeater can perform a Bell measurement on E,D, thus swapping the entanglement such that A and B are now
entangled. Pereg et al. [25] provided an information-theoretic perspective on quantum repeaters through the task of quantum
subspace transmission via a primitive relay channel, with a noiseless qubit pipe from the relay to the destination receiver. The
general case remains unsolved.

ACKNOWLEDGMENTS

The author was supported by Israel Science Foundation (ISF), Grants 939/23 and 2691/23, Ollendorff Minerva Center
(OMC) and German-Israeli Project Cooperation (DIP), Grant 2032991, Chaya Career Advancement Chair, Grant 8776026,
Nevet Program of the Helen Diller Quantum Center at the Technion, Grant 2033613, and Israel VATAT Junior Faculty Program
for Quantum Science and Technology through Grant 86636903.

APPENDIX A
INFORMATION THEORETIC TOOLS

Our analysis builds on the quantum method of types. The basic definitions and lemmas that are used in the analysis are
given below.

A. Typical Projectors

We begin with the classical typical set. The type of a classical sequence xn ∈ Xn is defined as the empirical distribution
P̂xn(a) = N(a|xn)/n for a ∈ X , where N(a|xn) is the number of occurrences of the letter a ∈ X in the sequence xn. Let
δ > 0. The δ-typical set with respect to a probability distribution pX is defined as the following set of sequences,

T
(n)
δ (pX) =

{
xn ∈ Xn :

∣∣∣pX(a)− P̂xn(a)
∣∣∣ ≤ δpX(a) , for all a ∈ X

}
. (45)

If pX is a type on Xn, then T (n)(pX) denotes the corresponding type class, i.e.,

T (n)(pX) =
{
xn ∈ Xn : P̂xn(a) = pX(a) , for all a ∈ X

}
. (46)

For a pair of sequences xn and yn, we give similar definitions in terms of the joint type P̂xn,yn(a, b) = N(a, b|xn, yn)/n for
a ∈ X , b ∈ Y , where N(a, b|xn, yn) is the number of occurrences of the symbol pair (a, b) in the sequence (xi, yi)

n
i=1.

We move to the quantum method of types. Consider an ensemble {pX(x), |x⟩}x∈X , with an average density operator,

ρ =
∑
x∈X

pX(x) |x⟩⟨x| . (47)

The δ-typical projector Π
(n)
δ (ρ) is an operator that projects onto the subspace spanned by vectors |xn⟩ that correspond to

δ-typical sequences. Specifically,

Π
(n)
δ (ρ) ≡

∑
xn∈T

(n)
δ (pX)

|xn⟩⟨xn| (48)

with |xn⟩ =⊗n
i=1 |xi⟩. Let 0 < δ < νX , where νX ≡ min{pX(a) : pX(a) > 0}. Based on the classical typicality properties

[30, Th. 1.1],

Tr
{
Π

(n)
δ (ρ)ρ⊗n

}
≥ 1− εδ(n) , (49)

Tr
{
Π

(n)
δ (ρ)

}
≤ 2n(1+δ)H(ρ) , (50)

Π
(n)
δ (ρ) · ρ⊗n ·Π(n)

δ (ρ) ≤ 2−n(1−δ)H(ρ) ·Π(n)
δ (ρ) (51)

where εδ(n) = 2dAe
−nνXδ2 .

We will also need conditional typicality. Consider an ensemble {pX(x), ρx}x∈X in D(HB), with an average classical-
quantum state

ωXB =
∑
a∈X

pX(a) |a⟩⟨a|X ⊗ ρa . (52)



10

Each state in the ensemble has a spectral decomposition ρa =
∑

b∈Y pY |X(b|a) |ψa,b⟩⟨ψa,b|, for a ∈ X . Given a fixed
sequence xn ∈ Xn, divide the index set [1 : n] into the subsets In(a) = {i : xi = a}, a ∈ X . The conditional δ-typical
projector Π(n)

δ (ω|xn) is defined such that for every a ∈ X , we apply the δ-typical projector with respect to ρa on the systems
{Bi : xi = a}. Specifically,

Π
(n)
δ (ωXB |xn) ≡

⊗
a∈X

Π
(N(a|xn))
δ (ρa) . (53)

Fix 0 < δ1 < δ < νXY and xn ∈ Tδ1(pX). Based on the classical typicality properties [30, Th. 1.2],

Tr
{
Π

(n)
δ (ωXB |xn)ρxn

}
≥ 1− εδ1,δ(n) , (54)

Tr
{
Π

(n)
δ (ωXB |xn)

}
≤ 2n(1+δ)H(B|X)ω , (55)

Π
(n)
δ (ωXB |xn) · ρxn ·Π(n)

δ (ωXB |xn) ≤ 2−n(1−δ1)H(B|X)ω ·Π(n)
δ (ω|xn) (56)

where εδ1,δ(n) = 1− [1− εδ (n(1− δ1)νX))]
dA and ρxn ≡⊗n

i=1 ρxi
. Furthermore,

Tr(Πδ(ωB)ρxn) ≥1− εδ1,δ(n) (57)

(see [56, Property 15.2.7]).
In a random coding scheme, it is often useful to limit the codewords to the δ-typical set. Given a probability distribution

pX on X , denote the n-fold product by pnX , i.e.,

pnX(xn) ≡
n∏

i=1

pX(xi) , for xn ∈ Xn. (58)

Then, define a distribution p̄Xn by

p̄Xn(xn) =

p
n
X(xn)/

∑
x′n∈Tδ(pX)

pnX(x′n) if xn ∈ Tδ(pX)

0 if xn /∈ Tδ(pX)
(59)

and let

ρ̄Bn =
∑

xn∈T
(n)
δ (pX)

p̄Xn(xn)ρxn (60)

Then, we have the following properties∑
xn∈Xn

|p̄Xn(xn)− pnX(xn)| ≤ 2εδ(n) , (61)

Π
(n)
δ (ωB) · ρ̄Bn ·Π(n)

δ (ωB) ≤ 2−n((1−δ)H(B)ω−ε̄δ(n))Π
(n)
δ (ωB) (62)

where ε̄δ(n) = − 1
n log[1− εδ(n)] (see [56, Ex. 20.3.2]). Notice that εδ(n), ε̄δ(n), εδ1,δ(n) all tend to zero as n→∞. A joint

distribution p̄XnY n is defined in the same manner, with respect to the joint typical set.

B. Quantum Packing and Gentle Measurement Lemmas

The quantum packing lemma is a useful tool in achievability proofs. Consider the following one-shot communication
setting. Suppose that Alice has a classical codebook that consists of M codewords. Given a message m ∈ [1 : M], she sends
a codeword x(m) through a classical-quantum channel, producing an output state ρx(m) at the receiver. The quantum packing
lemma provides a decoding measurement in order for Bob to recover m, by using a random codebook. The proof is based on
the square-root measurement [52, 59].
Lemma 6 (Quantum Packing Lemma [60]). Consider an ensemble, {pX(x), ρx}x∈X , with an average state,

ρ =
∑
x∈X

pX(x)ρx . (63)

Furthermore, suppose that there exist a code projector Π and codeword projectors Πx, x ∈ X , that satisfy the following
conditions:

Tr(Πρx) ≥ 1− ε (64)
Tr(Πxρx) ≥ 1− ε (65)

Tr(Πx) ≤ 2h (66)

ΠρΠ ≤ 2−HΩ (67)
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for all x ∈ X and some ε ∈ (0, 1), 0 < h < H. Let A = {X(m)}m∈[1:M], be a random codebook of size M, where the
codewords are drawn independently at random, according to pX . Then, there exists a decoding POVM {Λm}m∈[1:M] such that
the expected probability of error satisfies

EA

[
1− 1

M

M∑
m=1

Tr
{
Λm · ρX(m)

}]
≤ 2(ε+ 2

√
ε) + 4M · 2−(H−h) (68)

where the expectation is with respect to the random codebook, A = {X(m)}.
The gentle measurement lemma is useful in our analysis, since it guarantees that we can perform multiple measurements

such that the state of the system remains almost the same after each measurement (see also [41]).

Lemma 7 (Gentle Measurement Lemma [54, 61]). Let ρ be a density operator. Suppose that Λ is a measurement operator such
that 0 ≤ Λ ≤ 1. If

Tr(Λρ) ≥ 1− δ (69)

for some 0 ≤ ε ≤ 1, then the post-measurement state ρ̃ ≡
√
Λρ

√
Λ

Tr(Λρ) is 2
√
δ-close to the original state in trace distance, i.e.

∥ρ− ρ̃∥1 ≤ 2
√
δ . (70)

In our analysis, we will establish the conditions of the gentle measurement lemma based on the property (68), arising from
the quantum packing lemma.

APPENDIX B
PROOF OF THEOREM 1 (PARTIAL DECODE-FORWARD STRATEGY)

Consider a quantum relay channel NAD→BE . The proof extends the classical scheme of partial decode-forward coding,
along with observations from a previous work by the author [41].

We show that for every ε0, δ0 > 0, there exists a (2n(R−δ0), n, ε0) code for the quantum relay channel NDA→BE , provided
that R < RPD-F(N ). To prove achievability, we extend the classical block Markov coding to the quantum setting, and then
apply the quantum packing lemma and the classical covering lemma. We use the gentle measurement lemma [54], which
guarantees that multiple decoding measurements can be performed without “destroying" the output state.

Fix a given input ensemble, {pU (u)pX0X1|U (x0, x1|u), θx0

A ⊗ ζx1

D }. Denote the output states by

ωx0,x1

BE ≡ NAD→BE(θ
x0

A ⊗ ζx1

D ) , (71)

and the average states,

ωu,x0

AD ≡ θx0

A ⊗
∑

x1∈X1

pX1|X0U (x1|x0, u)ζx1

D , ωu,x0

BE ≡ NAD→BE(ω
u,x0

AD ) , (72)

ωu,x1

AD ≡
∑

x0∈X0

pX0|X1U (x0|x1, u)θx0

A ⊗ ζx1

D , ωu,x1

BE ≡ NAD→BE(ω
u,x1

AD ) , (73)

ωBE ≡
∑
u∈U

pU (u)
∑

x0∈X0

∑
x1∈X1

pX0X1|U (x0, x1|u)ωx0,x1

BE , (74)

for (u, x0, x1) ∈ U × X0 ×X1.
Recall that the relay encodes in a strictly-causal manner. Specifically, the relay has access to the sequence of previously

received systems, Ei−1, Ē
i−2, from the past. We use T transmission blocks, where each block consists of n input systems.

In particular, the relay has access to the systems from the previous blocks. In effect, the jth transmission block of the relay
encodes part of the message mj−1 ∈ [1 : 2nR] from the previous block.

First, we use rate splitting. Let every message mj , j ∈ [1 : T −1], comprise two independent components m′
j and m′′

j , where
m′

j ∈ [1 : 2nR
′
] and m′′

j ∈ [1 : 2nR
′′
], such that R = R′ +R′′. The coding scheme is referred to as a “partial decode-forward"

strategy, since the relay decodes the first component alone.

A. Code Construction

The code construction, encoding and decoding procedures are described below. We illustrate the code structure in Figure 5.
1) Classical Codebook Construction: For every j ∈ [1 : T ], generate a classical codebook B(j) as follows. Select 2 · 2nR′

independent sequences un(m′
j |m′

j−1), for m′
j ,m

′
j−1 ∈ [1 : 2nR

′
], according to p̄Un (see the first row in Figure 5). Then, for

every given un(m′
j |m′

j−1), select conditionally independent (xn0 (m
′
j ,m

′′
j |m′

j−1), x
n
1 (m

′
j−1)), for m′′

j ∈ [1 : 2nR
′′
], according

to p̄Xn
0 Xn

1 |Un(·, ·|un), conditioned on un ≡ un(m′
j |m′

j−1).
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Block 1 2 · · · T − 1 T

U un(m′
1|1) un(m′

2|m′
1) · · · un(m′

T−1|m′
T−2)) un(1|m′

T−1))

A xn0 (m
′
1,m

′′
1 |1) xn0 (m

′
2,m

′′
2 |m′

1) · · · xn0 (m
′
T−1,m

′′
T−1|m′

T−2) xn0 (1,m
′′
1 |m′

T−1)

E m̃′
1 → m̃′

2 → · · · m̃′
T−1 → ∅

D xn1 (1) xn1 (m̃
′
1) · · · xn1 (m̃

′
T−2) xn1 (m̃

′
T−1)

B ∅ ← m̂′
1 · · · ← m̂′

T−2 ← m̂′
T−1

m̂′′
1 m̂′′

2 · · · m̂′′
T−1 ∅

Fig. 5. Partial decode-forward strategy. The block index j ∈ [1 : T ] is indicated at the top. In the following rows, we have the corresponding elements: (1)
auxiliary sequences; (2) codewords of Alice; (3) relay estimates; (4) relay codewords; (5), (6) estimated messages at the destination receiver. The arrows in
the third row indicate that the relay measures and encodes forward with respect to the block index, while the arrows in the fifth row indicate that Bob decodes
backwards.

2) Encoding: Set m′
0 = m′

T = m′′
T ≡ 1. Given the message sequence (m′

j ,m
′′
j )j∈[1:T ], prepare the input state

⊗T
j=1 ρAn(j),

where

ρAn(j) =

n⊗
i=1

θ
x0,i

A for xn0 ≡ xn0 (m′
j ,m

′′
j |m′

j−1) . (75)

Then, transmit An(j) in Block j, for j = 1, 2, . . . , T . Hence, we encode in an average rate of
(
T−1
T

)
R, which tends to R as

T →∞.
The encoding operation is illustrated in the second row of Figure 5.
3) Relay Encoding: Set m̃′

0 ≡ 1.
(i) At the end of Block j, find an estimate m̃′

j by performing a measurement {Γm′
j |xn

1
}m′

j∈[1:2nR′ ] for xn1 ≡ xn1 (m̃
′
j−1),

which will be specified later, on the received systems En(j), for j = 1, 2, . . . , T − 1.
(ii) In block j + 1, prepare the state

ρDn(j+1) =

n⊗
i=1

ζ
x1,i

D , for xn1 ≡ xn1 (m̃′
j) (76)

using the classical codebook B(j + 1). Then, transmit Dn(j + 1). The relay’s decoding and encoding operations are
illustrated in the third and fourth rows in Figure 5.

This results in the output state
⊗T

j=1 ρBn(j)En(j), where

ρBn(j)En(j) =
n⊗

i=1

ω
x0,i,x1,i

BE ,

for xn0 ≡ xn0 (m′
j ,m

′′
j |m′

j−1) and xn1 ≡ xn1 (m̃′
j). (77)

4) Decoding: Bob receives the T output blocks, Bn(1), . . . , Bn(T ), and decodes as follows.
(i) Decoding (m′

j)j∈[1:T ] is performed backwards. Set m̂′
0 = m̂′

T ≡ 1. For j = T − 1, T − 2, . . . 1, find an estimate m̂′
j by

performing a measurement {∆1
m′

j |m̂′
j+1
}, which will be specified later, on the output systems Bn(j+1). See the fifth row

in Figure 5.
(ii) Next, we decode (m′′

j )j∈[1:T ] as follows. For j = 1, 2, . . . T−1, find an estimate m̂′′
j by performing a second measurement

{∆2
m′′

j |un,xn
1
} for un ≡ un(m̂′

j |m̂′′
j−1) and xn1 ≡ xn1 (m̂′

j) , which will also be specified later, on Bn(j). See the last row
in Figure 5.

B. Error Analysis

By symmetry, we may assume without loss of generality that Alice sends the messages (M ′
j ,M

′′
j ) = (1, 1), for j ∈ [1 : T ].

Consider the error events,

E0(j) = {M̃ ′
j ̸= 1} , (78)

E1(j) = {M̂ ′
j ̸= 1} , (79)

E2(j) = {M̂ ′′
j ̸= 1} . (80)
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The event E0(j) is associated with erroneous decoding by the relay, and E1(j), E2(j) by the destination receiver. By the union
of events bound, the expected probability of error is bounded by

EP (Tn)
e (C ) ≤

T−1∑
j=1

Pr(E0(j)) +

T−1∑
j=1

Pr(E1(j)|E c
0 (j) ∩ E c

1 (j + 1))

+

T∑
j=1

Pr(E2(j)|E c
0 (j) ∩ E c

1 (j) ∩ E c
1 (j − 1)) (81)

where the conditioning on M ′
j =M ′

j−1 =M ′′
j = 1 is omitted for convenience of notation.

To bound the first sum, we use the quantum packing lemma, Lemma 6. Observe that based on the quantum typicality
properties in Section A-A of Appendix A, we have for sufficiently large n,

Tr
[
Π

(n)
δ (ωX1E |xn1 )ω

un,xn
1

En

]
≥ 1− δ (82)

Tr
[
Π

(n)
δ (ωUX1E |un, xn1 )ω

un,xn
1

En

]
≥ 1− δ (83)

Tr
[
Π

(n)
δ (ωUX1E |un, xn1 )

]
≤ 2n(1+2δ)H(E|UX1)ω (84)

Π
(n)
δ (ωX1E |xn1 )ω

xn
1

EnΠ
(n)
δ (ωX1E |xn1 ) ≤ 2−n(1−2δ)H(E|X1)ωΠ

(n)
δ (ωE) (85)

for all (un, xn1 ) ∈ T (n)
δ1

(pUpX1|U ) (see (54)-(57)). Since the codebooks are statistically independent of each other, we have by
Lemma 6 that there exists a POVM Γm′

j |xn
1

such that Pr(E0(j)) ≤ 2−n(I(U ;E|X1)ω−R′−ε1), which tends to zero as n → ∞,
provided that

R′ < I(U ;E|X1)ω − ε1 (86)

for ε1 = ε1(δ) ≡ 4δ log(dE).
Moving to the third sum in the RHS of (81), suppose that E c

1 (j) ∩ E c
2 (j + 1) occurred. Namely, the relay measured the

correct M ′
j , and the decoder recovered M ′

j+1. Then, by the same packing lemma argument as given above, there exists a
POVM ∆1

m′
j |m′

j+1
such that Pr(E2(j)|E c

1 (j) ∩ E c
2 (j + 1)) ≤ 2−n(I(UX1;B)ω−R′−ε2), which tends to zero as n→∞ for

R′ < I(UX1;B)ω − 3ε2 (87)

where ε2 = ε2(δ) ≡ 4δ log(dB).
Denote the state of the output systems Bn(j) in Block j, after this measurement, by ρ̃Bn(j). Then, observe that due to the

packing lemma inequality (68), the gentle measurement lemma [54, 61], Lemma 7, implies that the post-measurement state is
close to the original state in the sense that

1

2

∥∥ρ̃Bn(j) − ρBn(j)

∥∥
1
≤ 2−n 1

2 (I(UX1;B)ω−R′−ε2) ≤ 2−ε2n (88)

for sufficiently large n and rates as in (87). Therefore, the distribution of measurement outcomes when ρ̃Bn(j) is measured is
roughly the same as if the POVM ∆1

m′
j |m′

j+1
was never performed. To be precise, the difference between the probability of

a measurement outcome m̂′′
j when ρ̃Bn(j) is measured and the probability when ρBn(j) is measured is bounded by 2−ε2n in

absolute value [56, Lemma 9.11]. Furthermore, the δ-typicality properties:

Tr
[
Π

(n)
δ (ωUX1B |un, xn1 )ω

un,xn
0 ,x

n
1

Bn

]
≥ 1− δ (89)

Tr
[
Π

(n)
δ (ρUX0X1B |un, xn0 , xn1 )ω

un,xn
0 ,x

n
1

Bn

]
≥ 1− δ (90)

Tr
[
Π

(n)
δ (ωUX0X1B |un, xn0 , xn1 )

]
≤ 2n(1+2δ)(H(B|UX0X1)ω (91)

Π
(n)
δ (ωUX1B |un, xn1 )ω

un,xn
1

Bn Π
(n)
δ (ωUX1B |un, xn1 ) ≤ 2−n(1−2δ)H(B|UX1)ωΠ

(n)
δ (ωUX1B |un, xn1 ) (92)

imply a POVM ∆2
m′′

j |un,xn
1

such that

Pr{E3(j + 1)}|E c
1 (j) ∩ E c

2 (j) ∩ E c
2 (j − 1) ≤ 2−n(I(X0;B|UX1)ρ−R′′−ε2) , (93)

which tends to zero if

R′′ < I(X0;B|UX1)ρ − ε2 . (94)

This completes the proof of the partial decode-forward lower bound.
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APPENDIX C
PROOF OF THEOREM 3 (HADAMARD RELAY CHANNEL)

We prove the capacity theorem for the Hadamard relay channel NH
AD→BY1

, where the relay receives a classical observation
Y1. Achievability immediately follows from Theorem 1, by taking U = X0 in (15). As explained in Remark 4, such a rate
can be achieved using a full dicode-forward strategy, where the relay decodes the entire information. That is, we set R′′ = 0
and thus R = R′ in the proof of Theorem 1 in Appendix B.

Consider the converse part. Suppose that Alice selects a message m uniformly at random, stores m in a classical register M ,
and then prepares an input state ρ(m)

An . At time i, the relay performs an encoding channel, mapping Y i−1
1 to Di, This results

in a joint state ρ(m)

Y i−1
1 DiAiBi−1

. Next, the relay receives Y1,i in the state

ρMBiY1,iBi−1Y i−1
1

=
1

2nR

2nR∑
m=1

|m⟩⟨m|M ⊗ (NH
AD→BY1

⊗ idBi−1Y i−1
1

)(ρ
(m)

AiDiBi−1Y i−1
1

) , (95)

for i = 1, 2, . . . , n. Bob receives the channel output systems Bn, performs a measurement, and obtains an estimate M̂ for
Alice’s message.

Consider a sequence of codes (Fn,Γn,∆n) such that the average probability of error tends to zero. As usual, we observe
that Fano’s inequality [62] implies H(M |M̂) ≤ nεn and thus

nR ≤ I(M ; M̂) + nεn

≤ I(M ;Bn)ρ + nεn (96)

based on the data processing inequality for the quantum mutual information, where εn tends to zero as n→∞.
Now, we show the following bounds:

I(M ;Bn)ρ ≤
n∑

i=1

I(MY i−1
1 ;Bi)ρ , (97a)

and

I(M ;Bn)ρ ≤
n∑

i=1

I(M ;Y1,i|Y i−1
1 )ρ . (97b)

We begin with the first bound. By the chain rule,

I(M ;Bn)ρ =

n∑
i=1

I(M ;Bi|Bi−1)ρ

≤
n∑

i=1

I(MBi−1;Bi)ρ . (98)

Recall that the Hadamard relay channel is degraded, i.e., LDA→B = PY1→B ◦MDA→Y1
. Therefore,

I(MBi−1;Bi)ρ ≤ I(MY i−1
1 ;Bi)ρ (99)

by the data processing inequality. The first bound, (97a), now follows from (98)-(99).
Similarly,

I(M ;Bn)ρ ≤ I(M ;Y n
1 )ρ

=

n∑
i=1

I(M ;Y1,i|Y i−1
1 )ρ , (100)

hence the second bound, (97b), holds as well.
Together with (96), this implies

R− εn ≤ min

{
1

n

n∑
i=1

I(X0,iX1,i;Bi)ρ ,
1

n

n∑
i=1

I(X0,i;Y1,i|X1,i)ρ

}
(101)

where we have defined

X0,i ≡M , X1,i ≡ Y i−1
1 . (102)
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Let J to be a uniformly distributed random variable, on {1, . . . , n}, which has no correlation with the message. Then, we may
rewrite (101) as

R− εn ≤ min {I(X0,JX1,J ;BJ |J)ρ , I(X0,J ;Y1,J |X1,JJ)ρ} (103)

with ρJX0,JBJY1,JBJ−1X1,J
= 1

n

∑n
i=1 |i⟩⟨i|J ⊗ ρX0,iBiY1,iBi−1X1,i

. Hence,

R− εn ≤ min {I(X0X1;B)ρ , I(X0;Y1|X1)ρ} (104)

for X0 ≡ (J,X0,J), X1 ≡ X1,J , and thus B ≡ BJ and Y1 ≡ Y1,J . This completes the proof of Theorem 3.

APPENDIX D
PROOF OF THEOREM 4 (MEASURE-FORWARD STRATEGY)

Consider a quantum relay channel NAD→BE . The proof extends the classical scheme of compress-forward coding, along
with observations from a previous work by the author [41].

We show that for every ε0, δ0 > 0, there exists a (2n(R−δ0), n, ε0) code for the quantum relay channel NAD→BE , provided
that R < RM-F(N ). To prove achievability, we extend the classical block Markov coding to the quantum setting, and then apply
the quantum packing lemma and the classical covering lemma. We use the gentle measurement lemma [54], which guarantees
that multiple decoding measurements can be performed without “destroying" the output state.

Fix a given input ensemble, {pX0
(x0)pX1

(x1), θ
x0

A ⊗ζx1

D }, a POVM {Γy1
} on HE , and a classical channel pZ1|X1Y1

. Denote
the output states before the relay measurement by

ωx0,x1

BE = NAD→BE(θ
x0

A ⊗ ζx1

D ) . (105)

Upon measurement, the outcome Y1 is distributed according to

pY1|X0,X1
(y1|x0, x1) = Tr(Γy1ω

(x0,x1)
E ) . (106)

This induces the joint distribution

pX0X1Y1Z1
(x0, x1, y1, z1) = pX0

(x0)pX1
(x1)pY1|X0,X1

(y1|x0, x1)pZ1|X1Y1
(z1|x1, y1) (107)

for (x0, x1, y1, z1) ∈ X0 ×X1 × Y1 ×Z1. Furthemore, consider the average states,

ωx1

AD ≡
( ∑

x0∈X0

pX0(x0)θ
x0

A

)
⊗ ζx1

D , ωx1

BE = NAD→BE(ω
x1

AD) , (108)

ωx0

AD ≡ θx0

A ⊗
( ∑

x1∈X1

pX1
(x1)ζ

x1

D

)
, ωx0

BE = NAD→BE(ω
x0

AD) , (109)

ωAD ≡
( ∑

x0∈X0

pX0(x0)θ
x0

A

)
⊗
( ∑

x1∈X1

pX1(x1)ζ
x1

D

)
, ωBE ≡ NAD→BE(ωAD) (110)

and

ωx0,x1

BY1Z1
=
∑

y1∈Y1

∑
z1∈Z1

pY1Z1|X0X1
(y1, z1|x0, x1)ωx0,x1

B ⊗ |y1⟩⟨y1| ⊗ |z1⟩⟨z1| . (111)

We use T transmission blocks, where each block consists of n input systems. In particular, the relay has access to the
systems from the previous blocks.

A. Code Construction

The code construction, encoding and decoding procedures are described below.
1) Classical Code Construction: For every j ∈ [1 : T ], generate a classical codebook B(j) as follows. Select 2nR

independent sequences xn0 (mj), for mj ∈ [1 : 2nR], according to p̄Xn
0

. Similarly, select 2nR1 independent sequences
xn1 (ℓj−1), for ℓj−1 ∈ [1 : 2nR1 ], according to p̄Xn

1
. Then, for every given ℓj−1 ∈ [1 : 2nR1 ], select conditionally independent

zn1 (kj , ℓj |ℓj−1), for kj ∈ [1 : 2nRb ] and ℓj ∈ [1 : 2nR1 ], according to p̄Zn
1 |Xn

1
(·|xn1 ), conditioned on xn1 ≡ xn1 (ℓj−1).

2) Encoding: Set mT ≡ 1. Given the message sequence (mj)j∈[1:T ], prepare the input state
⊗T

j=1 ρAn(j), where

ρAn(j) =

n⊗
i=1

θ
x0,i

A for xn0 ≡ xn0 (mj) . (112)

Then, transmit An(j) in Block j, for j = 1, 2, . . . , T .
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Block 1 2 · · · T − 1 T

A xn0 (m1) xn0 (m2) · · · xn0 (mT−1) xn0 (1)

E ℓ1 → ℓ2 → · · · ℓT−1 → ∅
zn1 (k1, ℓ1|1) zn1 (k2, ℓ2|ℓ1) · · · zn1 (kT−1, ℓT−1|ℓT−2) ∅

D xn1 (1) xn1 (ℓ1) · · · xn1 (ℓT−2) xn1 (ℓT−1)

B ∅ ℓ̂1 · · · ℓ̂T−2 ℓ̂T−1

k̂1 k̂2 · · · k̂T−1 ∅
m̂′′

1 m̂′′
2 · · · m̂′′

T−1 ∅
Fig. 6. Measure-forward strategy. The block index j ∈ [1 : T ] is indicated at the top. In the following rows, we have the corresponding elements: (1)
codewords of Alice; (2), (3) measurement representation and reconstruction sequence at the relay; (4) relay codewords; (5), (6), (7) estimated messages at the
destination receiver. The arrows in the third row indicate that the relay measures and encodes forward.

3) Relay Encoding: Set ℓ0 ≡ 1.
(i) At the end of Block j, perform a measurement on En(j), using the POVM G⊗n

E→Y1
. Denote the measurement outcome

by yn1 (j).
(ii) Find an index pair (kj , ℓj) such that (yn1 (j), z

n
1 (kj , ℓj |ℓj−1), x

n
1 (ℓj−1)) ∈ Tδ(pX1Y1Z1). If there is more than one such

pair (kj , ℓj) ∈ [1 : 2nRb ] × [1 : 2nR1 ], select the first. If there is none, set (kj , ℓj) = (1, 1). In block j + 1, prepare the
state

ρDn(j+1) =

n⊗
i=1

ζ
x1,i

D , for xn1 ≡ xn1 (ℓj) (113)

using the classical codebook B(j + 1). Transmit Dn(j + 1).
This results in the output state

⊗T
j=1 ρBn(j), where

ρBn(j) =

n⊗
i=1

ω
x0,i,x1,i

B ,

for xn0 ≡ xn0 (mj) and xn1 ≡ xn1 (ℓj−1). (114)

Bob receives the output Bn(j) in Block j.
4) Decoding: Set ℓ̂0 ≡ 1. At the end of Block j + 1, decode as follows.
(i) Find an estimate ℓ̂j by performing a measurement {∆1

ℓj
}, which will be specified later, on Bn(j + 1).

(ii) Find an estimate k̂j by performing a second measurement {∆2
kj |xn

1
} for xn1 ≡ xn1 (ℓ̂j−1), which will also be specified

later, on Bn(j), for j = 1, 2, . . . , T − 1.
(iii) Let Z

n

1 (j) ≡ zn1 (k̂j , ℓ̂j |ℓ̂j−1). Find an estimate m̂j by performing a third measurement {∆3
mj |xn

1
} for xn1 ≡ xn1 (ℓ̂j−1),

which will also be specified later, on Bn(j)Z
n

1 (j), for j = 1, 2, . . . , T − 1.

B. Error Analysis

As we consider Block j, we may assume without loss of generality that Alice sends the message Mj = 1, based on the
symmetry of the codebook generation. Consider the following events,

E0(j) = {(Xn
1 (Lj−1), Z

n
1 (kj , ℓj |Lj−1), Y

n
1 (j)) /∈ Tδ(pX1Y1Z1) for all (ℓj , kj) ∈ [1 : 2nR1 ]× [1 : 2nRb ]} , (115)

E1(j) = {L̂j ̸= Lj} , (116)

E2(j) = {K̂j ̸= Kj} , (117)

E3(j) = {M̂j ̸= 1} . (118)

The event E0(j) is associated with failure at the relay, and E1(j), E2(j), E3(j), with erroneous decoding at the destination
receiver. Let P (n)

e (C , j) denote the probability of error in Block j. By the union of events bound, the expected probability of
error is bounded by

EP (nT )
e (C ) ≤

T∑
j=1

EP (n)
e (C , j) . (119)
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Furthermore, for every j ∈ [1 : T ],

EP (n)
e (C , j) ≤ Pr(E0(j − 1)) + Pr(E1(j − 1) ∩ E c

0 (j − 1)) + Pr(E1(j) ∩ E c
0 (j − 1))

+ Pr(E2(j) ∩ E c
0 (j − 1) ∩ E c

1 (j − 1) ∩ E c
1 (j))

+ Pr(E3(j) ∩ E c
0 (j − 1) ∩ E c

1 (j − 1) ∩ E c
1 (j) ∩ E c

2 (j)) (120)

where the conditioning on Mj = 1 is omitted for convenience of notation. We note that the event E c
0 (j − 1) is completely

classical. Then, by the classical covering lemma [63, Lemma 3.3], we have

Pr(E0(j − 1)) ≤ exp
{
−2n(R1+Rb−I(Z1;Y1|X1)−ε1)

}
(121)

which tends to zero, provided that

R1 +Rb > I(Z1;Y1|X1) + ε1 , (122)

where ε1 = ε1(n) = 3 log(|Z1|)εδ1,δ(n) tends to zero as n→∞.
To bound the terms Pr(E1(j − 1) ∩ E c

0 (j − 1)) and Pr(E1(j) ∩ E c
0 (j − 1)), we use the quantum packing lemma, Lemma 6.

Suppose that the event E c
0 (j − 1) has occurred. It follows that the relay found Lj−1 such that the classical sequences are

jointly typical, and prepared the input state according to the classical codeword Xn
1 (Lj−1). Observe that based on the quantum

typicality properties in Section A-A of Appendix A,

Tr
[
Πδ(ωB)ω

xn
1

Bn

]
≥ 1− δ (123)

Tr
[
Πδ(ωB |xn1 )ω

xn
1

Bn

]
≥ 1− δ (124)

Tr
[
Πδ(ωB |xn1 )

]
≤ 2n(H(B|X1)ω+2δ) (125)

Πδ(ωB)ω
⊗n
B Πδ(ωB) ≤ 2−n(H(B)ω−2δ)Πδ(ωB) (126)

for all xn1 ∈ T (n)
δ1

(pX1
) and sufficiently large n. Since the codebooks are statistically independent of each other, we have by

Lemma 6 that there exists a POVM ∆1
ℓj

such that Pr(E1(j) ∩ E c
0 (j − 1)) ≤ 2−n(I(X1;B)ω−R1−ε2), which tends to zero for

R1 < I(X1;B)ω − 3ε2 (127)

where ε2 = ε2(δ) ≡ 4δ log(dB). The same argument holds for Pr(E1(j − 1) ∩ E c
0 (j − 1)) as well.

Denote the state of the systems Bn(j) after the measurement above by ρ̃Bn(j). By the packing lemma inequality (68), the
gentle measurement lemma implies that the post-measurement state is close to the original state in the sense that

1

2

∥∥ρ̃Bn(j) − ρBn(j)

∥∥
1
≤ 2−n 1

2 (I(X1;B)ω−R1−ε2) ≤ 2−ε2n (128)

for sufficiently large n and rates as in (127). Therefore, the distribution of measurement outcomes when ρ̃Bn(j) is measured
is 2−ε2n-close to the distribution as if the measurement has never occurred.

Moving to the third term in the RHS of (120), suppose that E c
1 (j − 1) ∩ E c

1 (j) occurred as well. Namely, the decoder
recovered Lj−1 and Lj correctly. This means that Bob knows Xn

1 (Lj−1). By the quantum packing lemma, there exists a
POVM ∆2

kj |xn
1

such that Pr(E2(j) ∩ E c
0 (j) ∩ E c

1 (j − 1) ∩ E c
1 (j)) ≤ 2−n(I(Z1;B|X1)ω−Rb−ε2) which tends to zero as n → ∞,

provided that Rb < I(Z1;B|X1)ω − ε2. Then, let us choose

Rb = I(Z1;B|X1)ω − 3ε2 . (129)

By the same gentle measurement arguments as before, the post-measurement state is 2−ε2n-close to the original output state,
before the measurement.

We note that given (x1, y1), the output state ωx1,y1

B has no correlation with Z1. Hence, we may write the requirement in
(122) as

R1 > I(Z1;Y1B|X1)−Rb + ε1

= I(Z1;Y1|X1B) + ε1 + 3ε2 , (130)

where the second line follows from (129) and the chain rule.
It remains to consider the last term in the RHS of (120). If the event E c

2 (j) has occurred, then the destination receiver has
access to Zn(j) ≡ Zn(Kj , Lj |Lj−1). By the quantum packing lemma, the conditions

Tr
[
Πδ(ωBZ1

|xn1 )ω
xn
0 ,x

n
1

BnZn
1

]
≥ 1− ε4(δ) (131)

Tr
[
Πδ(ωBZ1

|xn0 , xn1 )ω
xn
0 ,x

n
1

BnZn
1

]
≥ 1− ε4(δ) (132)

Tr
[
Πδ(ωBZ1 |xn0 )

]
≤ 2n(H(BZ1|X0)ω+ε4(δ)) (133)

Πδ(ωBZ1
)ω

xn
1

BnZn
1
Πδ(ωBZ1

|xn1 ) ≤ 2−n(H(B)ω−ε4(δ))Πδ(ωBZ1
|xn1 ) (134)
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there exists a POVM ∆3
mj |xn

1
on Bn(j)Zn(j) such that Pr(E3(j) ∩ E c

0 (j) ∩ E c
1 (j − 1) ∩ E c

1 (j) ∩ E c
2 (j)) ≤

2−n(I(X0;BZ1|X1)ω−R−ε3) which tends to zero as n→∞, provided that

R < I(X0;BZ1|X1)ω − ε3 (135)

where ε2 = ε2(δ) ≡ 4δ log(|Z1|dB). By eliminating R1, we obtain the measure-forward lower bound.

APPENDIX E
PROOF OF THEOREM 5 (ASSIST-FORWARD STRATEGY)

Consider a quantum relay channel with ORC, B = (B1, B2), where the channel map NAD→B1B2E has the following form:
NAD→B1B2E = MA→B1E ⊗ PD→B2

(as in (32)). We introduce a coding scheme where the transmitter (Alice) generates
entanglement assistance between the relay and the destination receiver (Bob). This enables entanglement-assisted communication
from the relay to Bob in the subsequent block. Our proof combines block Markov coding with various techniques in quantum
information theory, by Winter [54], Dupuis et al. [55], and Shor [53], on constant-composition codes, broadcast subspace
transmission, and rate-limited entanglement assistance, respectively.

We show that for every ε0, δ0 > 0, there exists a (2n(R−δ0), n, ε0) code for the quantum relay channel NDA→B1B2E ,
provided that R < RA-F(N ). Fix a pair of types, pX1

and pX2
, and input ensembles, {pX1

(x1)pX2
(x2),

∣∣θx1

G0G1A

〉
⊗
∣∣ζx2

G2D

〉
}.

Denote the output states by

θx1

G0G1B1E
≡ (idG0G1

⊗MA→B1E)(
∣∣θx1

G0G1A

〉〈
θx1

G0G1A

∣∣) , (136)

ζx2

G2B2
≡ (idG2 ⊗ PD→B2)(

∣∣ζx2

G2D

〉〈
ζx2

G2D

∣∣) , (137)

for (x1, x2) ∈ X1 ×X2, and the average states:

θG0G1A ≡
∑

x1∈X1

pX1(x1)
∣∣θx1

G0G1A

〉〈
θx1

G0G1A

∣∣ , ζG2D ≡
∑

x2∈X2

pX2(x2)
∣∣ζx2

G2D

〉〈
ζx2

G2D

∣∣ , (138)

θG0G1B1E ≡ (idG0G1
⊗MA→B1E)(|θG0G1A⟩⟨θG0G1A|) , ζG2B2

≡ (idG2
⊗ PD→B2

)(|ζG2D⟩⟨ζG2D|) . (139)

Recall that the relay encodes in a strictly-causal manner. Specifically, the relay has access to the sequence of previously
received systems, Ei−1, Ē

i−2, from the past. We use T transmission blocks, where each block consists of n input systems.
In particular, the relay has access to the systems from the previous blocks. In effect, the jth transmission block of the relay
encodes the message mj−1 ∈ [1 : 2nR] from the previous block.

A. Code Construction

The code construction, encoding and decoding procedures are described below.
1) Classical Codebook Construction: For every j ∈ [1 : T ], generate a classical codebook B1(j) as follows. Select 2nR

independent sequences xn1 (mj)), for mj ∈ [1 : 2nR], each drawn uniformly at random from the type class T (n)(pX1
).

Assume without loss of generality that X1 = {α1, α2, . . . , α|X1|}. Let πmj
be a permutation that rearranges the codeword

xn1 (mj) in a lexicographic order, i.e.

πmj [x
n
1 (mj))] =

(
α1, . . . , α1, (140)
α2, . . . , α2, (141)
. . . (142)

α|X1|, . . . , α|X1|
)
. (143)

The number of appearances of each letter α ∈ X1 is

nα ≡ npX1
(α) , (144)

since all codewords are of the same type, pX1
. Applying the permutation operator πmj

on the state

θ
xn
1

An =

n⊗
i=1

θ
x1,i

A , for xn1 ≡ xn1 (mj), (145)

yields

φAn(j) = πmj

[
θ
xn
1

An

]
=
⊗
α∈X1

(θαA)
⊗nα (146)

for all mj ∈ [1 : 2nR]. This follows the approach by Wilde [56, Sec. 22.5.1].
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2) Encoding: Set m1 = m2 = mT ≡ 1. Hence, we encode in an average rate of
(
T−3
T

)
R, which tends to R as T → ∞.

For every α ∈ X1, Alice encodes a sub-block of length nα as follows. She prepares nαQα maximally entangled qubit pairs,
i.e., nαQα local EPR pairs. Denote the overall state by

∣∣∣Ψ(nα)
L0L1

〉
. She applies a broadcast encoder F (α)

L0L1→An , which will be
prescribed later.

We will choose an encoder F (α)
L0L1→An that distributes the entangled systems L0 and L1 to Bob and the relay, respectively.

Based on the quantum broadcast results by Dupuis et al. [55], this can be obtained provided that the qubit rate for L0 and L1

is bounded by I(G0⟩B1)θα and I(G1⟩E)θα , respectively (see Theorem 4 therein). Furthermore, the input state is ε1-close to
(θαA)

⊗nα in trace distance, for sufficiently large n and ε1 ≡ ε1(n, δ) that tends to zero as n→∞ and δ → 0 [55, Sec. VI].
Then, Alice applies the inverse permutation, π−1

mj
, and transmits An(j) over the broadcast channel M⊗n

A→B1E
in Block j,

for j = 1, 2, . . . , T . The channel input is thus ε1-close to θx
n
1 (mj)

An .
3) Relay Encoding: Set m̃1 = m̃2 = m̃T ≡ 1. For j = 2, . . . , T − 1:
(i) At the end of Block j, find an estimate m̃j by performing a measurement {Γmj

}mj∈[1:2nR], which will be specified later,
on the received systems En(j).

(ii) In Block j + 1, send the message mj to Bob, using the entanglement assistance from Block j − 1.
(iii) At the end of Block j+1, apply the permutation operator πmj on En(j+1). For every α ∈ X1, decode the entanglement

resource L1, using a decoding map G(α)
Enα→L̂1

, which will also be prescribed later.
Bob receives the T output pairs, (Bn

1 (j), B
n
2 (j)), for j ∈ [1 : T ].

4) Decoding: Set m̂0 = m̂1 = m̂2 ≡ 1.
(i) Perform a decoding measurement on the second output Bn

2 (j + 1) and the previously-decoded entanglement resource
L0(j − 1) in order to decode m̂j , for j = 2, . . . , T − 1.

(ii) Apply the permutation πm̂j
on Bn

1 (j). For every α ∈ X1, decode the entanglement resource L0(j), using a decoding
map D(α)

Bnα
1 →L̂0

, which will be prescribed later, j = 1, . . . , T .

B. Error Analysis
Consider the relay encoding. First, we use a constant-composition version of the HSW Theorem [52, 59]. Based on [54, Th.

10], there exists a measurement {Γmj
}mj∈[1:2nR] on En(j) such that the relay can recover mj with vanishing probability of

error, provided that

R < I(X1;E)θ − ε2(n, δ) (147)

for sufficiently large n, where ε2(n, δ) tends to zero as n→∞ and δ → 0. The gentle measurement lemma [54, 61], Lemma 7,
implies that the post-measurement state is ε3-close to the original state before the measurement, where ε3 ≡ ε3(n, δ) tends to
zero as well.

Having recovered the message, both the relay and Bob apply the permutation operator πmj
, and the use broadcast decoders,

G(α)
Enα→L̂1

and D(α)

Bnα
1 →L̂0

, respectively, for α ∈ X1, in order to decode the entanglement resources. We now apply the results
by Dupuis et al. [55] on quantum subspace transmission via a broadcast channel. Here, our broadcast channel is the channel
MA→B1E from Alice to the relay and Bob’s first component, B1. By [55, Th. 4], the relay and destination receiver can recover
the quantum resources with vanishing trace-distance error and entanglement rate Q, if

Q <
1

n

∑
α∈X1

nαI(G0⟩B1|X1 = α)θ − ε4(n, δ) , (148)

and

Q <
1

n

∑
α∈X1

nαI(G1⟩E|X1 = α)θ − ε4(n, δ) , (149)

for sufficiently large n, where ε4(n, δ) tends to zero as n→∞ and δ → 0. We can also write this requirement as

Q < min

{∑
α∈X1

pX(α)I(G0⟩B1|X1 = α)θ ,
∑
α∈X1

pX(α)I(G1⟩E|X1 = α)θ

}
− ε4(n, δ)

= min {I(G0⟩B1X1)θ , I(G1⟩EX1)θ} − ε4(n, δ) . (150)

Then, the relay can communicate to Bob over the channel PD→B2 with entanglement assistance, limited to the rate Q.
Based on the Shor’s result [53] [56, Th. 25.2.6] on rate-limited entanglement assistance, the relay can thus send the message
mj to Bob with vanishing probability of error, provided that

R < I(X2G2;B2)ζ − ε5(n, δ) , (151)
R < I(X2;B2)ζ + I(G2⟩B2X2)ζ +Q− ε5(n, δ) (152)

where ε5(n, δ) tends to zero. This completes the proof of the assist-forward lower bound.
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APPENDIX F
DEPOLARIZING RELAY CHANNEL

Consider the quantum relay channel in Example 2. According to the measure-forward bound in Theorem 4,

C(N ) ≥ RM-F(N ) . (153)

Set X0 and X1 according to Bernoulli
(
1
2

)
over the computational basis ensembles. This results in the following output states,

ω
(x0=0)
B1E

=
1

2

[
|0⟩⟨0| ⊗ θ0 + |1⟩⟨1| ⊗ Xθ0X

]
, ω

(x1=0)
B2

= (1− q) |0⟩⟨0|+ q |1⟩⟨1| , (154)

ω
(x0=1)
B1E

=
1

2

[
|1⟩⟨1| ⊗ θ0 + |0⟩⟨0| ⊗ Xθ0X

]
, ω

(x1=0)
B2

= (1− q) |0⟩⟨0|+ q |1⟩⟨1| , (155)

Suppose that the relay performs a measurement {Γy1
} on E in the computational basis. This results in a measurement

outcome Y1, where

ω
(x0=0)
B1Y1

=
1

2

[
|0⟩⟨0| ⊗

(
(1− p) |0⟩⟨0|Y1

+ p |1⟩⟨1|Y1

)
+ |1⟩⟨1| ⊗

(
(1− p) |1⟩⟨1|Y1

+ p |0⟩⟨0|Y1

) ]
=

1

2

[
((1− p) |0⟩⟨0|+ p |1⟩⟨1|)⊗ |0⟩⟨0|Y1

+ ((1− p) |1⟩⟨1|+ p |0⟩⟨0|)⊗ |1⟩⟨1|Y1

]
, (156)

ω
(x0=1)
B1Y1

=
1

2

[
|1⟩⟨1| ⊗

(
(1− p) |0⟩⟨0|Y1

+ p |1⟩⟨1|Y1

)
+ |0⟩⟨0| ⊗

(
(1− p) |1⟩⟨1|Y1

+ p |0⟩⟨0|Y1

) ]
=

1

2

[
((1− p) |1⟩⟨1|+ p |0⟩⟨0|)⊗ |0⟩⟨0|Y1

+ (p |1⟩⟨1|+ (1− p) |0⟩⟨0|)⊗ |1⟩⟨1|Y1

]
, (157)

Now, let

Z1 = Y1 + V1 mod 2 (158)

with V1 ∼ Bernoulli (α), where the parameter α will be chosen later. Then, similarly,

ω
(x0=0)
B1Z1

=
1

2

[
((1− α ∗ p) |0⟩⟨0|+ (α ∗ p) |1⟩⟨1|)⊗ |0⟩⟨0|Z1

+ ((1− α ∗ p) |1⟩⟨1|+ (α ∗ p) |0⟩⟨0|)⊗ |1⟩⟨1|Z1

]
, (159)

ω
(x0=1)
B1Z1

=
1

2

[
((1− α ∗ p) |1⟩⟨1|+ (α ∗ p) |0⟩⟨0|)⊗ |0⟩⟨0|Z1

+ ((α ∗ p) |1⟩⟨1|+ (1− α ∗ p) |0⟩⟨0|)⊗ |1⟩⟨1|Z1

]
. (160)

Hence,

I(X0;Z1B1B2|X1)ω = I(X0;Z1B1)ω

= I(X0;B1|Z1)ω

= 1− h(α ∗ p)ω (161)

where the first equality holds since I(X0;B2|X1Z1B1)ω = 0, and the second since I(X0;Z1)ω = 0. We deduce that

C(N ) ≥ 1− h(α ∗ p)ω (162)

provided that the maximization constraint is satisfied.
The maximization constraint requires that we choose α such that

I(Z1;Y1|B1)ω ≤ I(X1;B2)ω . (163)

On the right-hand side, we have

I(X1;B2)ω = 1− h
(q
2

)
. (164)

On the left-hand side,

I(Z1;Y1|B1)ω = I(Z1;Y1)ω + I(Z1;B1|Y1)ω − I(Z1;B1)ω

= I(Z1;Y1)ω

= 1− h(α) , (165)

where the first equality holds by the chain rule, and the second since I(Z1;B1|Y1)ω = I(Z1;B1)ω = 0. Hence, the constraint
in (163) is met for α = q

2 . This completes the derivation.
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